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The Vehicle Routing and Scheduling Problem with Time Window constraints is formulated as a mixed integer program, and optimization-based heuristics which extend the cluster-first, route-second algorithm of Fisher and Jaikumar are developed for its solution. We present a new formulation based on the treatment of the time window constraints as soft constraints that can be violated at a cost and we heuristically decompose the problem into an assignment/clustering component and a series of routing and scheduling components. Numerical results based on randomly generated and benchmark problem sets indicate that the algorithm compares favorably to state-of-the-art local insertion and improvement heuristics.

The problem of vehicle routing with time window constraints arises in a variety of applications, including retail distribution, mail and newspaper delivery, municipal waste collection, fuel oil delivery, school bus routing, airline and railroad scheduling, trucking and bargeline fleet scheduling, demand responsive bus systems, and more. The basic elements of the problem are a variable size fleet of vehicles located at a central depot and a set of demand points (customers). Goods need to be transported from the depot to the demand points (or the other way) at minimum cost. Each customer places a fixed size order (shipment) and specifies a time interval within which the service (e.g., delivery) should take place. A vehicle is assigned to each customer to deliver the order. All shipments are assumed to be less than the vehicle capacity (full truckload), and therefore, more than one customer order can be placed on the same vehicle. The problem is to design a complete tour for each vehicle, starting from and ending at the depot, and servicing all the customers within their time window, at minimum routing (transportation) cost.

Most of the early research efforts in the field have concentrated on case studies developing ad hoc procedures for each individual problem. [1, 3, 4, 9, 14, 18, 32, 33, 39] We refer to Bodin et al. [5] for an excellent survey of routing problems and algorithms. More recently Solomon [37, 39] designed and analyzed a variety of route construction heuristics, including savings heuristics, a time-oriented nearest neighbor heuristic, insertion heuristics, and a time-oriented sweep heuristic; a sequential time-space insertion algorithm was found to be very successful. Baker and Schaffer [2] have conducted a computational study of route improvement procedures (based on the 2-opt and 3-opt branch exchange procedure of Lin [24]) applied to heuristically generated initial solutions. The results suggest that good quality solutions can be obtained at the expense of computational time requirements.

Optimal approaches for the time constrained...
vehicle routing problem have been proposed by Kolen et al.\cite{Kolen} who extended the shortest q-path relaxation algorithm of Christofides et al.\cite{Christofides} to the problem with time windows. The largest problem solved to optimality involved 4 vehicles and 14 demand points. Jörnsten et al.\cite{Jörnsten} and Madsen\cite{Madsen} proposed a promising approach based on variable splitting and Lagrangian relaxation techniques; the approach leads to a generalized assignment problem and a series of shortest path subproblems with time constraints. Computational results were not reported. An extensive review of recent research for the time window constrained vehicle routing problem and closely related problems can be found in the survey by Solomon and Desrosiers\cite{Solomon} and in Koskosidis.\cite{Koskosidis}

This paper presents a new methodological approach for the time constrained VRP, based on the Generalized Assignment Heuristic proposed by Fisher and Jaikumar.\cite{Fisher} A significant change from the original generalized assignment heuristic is its iterative application where approximate clustering costs are successively improved. We start with a mixed integer programming formulation which treats the time window constraints as "soft" constraints, and develop an optimization based heuristic algorithm for the resulting VRP with Soft Time Window Constraints. The algorithm is tested on randomly generated problems and benchmark problems available in the literature.

1. THE MODEL DEVELOPMENT

We present a mixed integer programming formulation for the VRP with Time Window constraints.

Let $\mathcal{K}$ be the set of customers $i = 1, \ldots, I$, $\mathcal{X}$ be the set of vehicles $k = 1, \ldots, K$, where the index $k$ denotes also the tour run by vehicle $k$, and $\mathcal{K}_k$ be the set of customers $i$ serviced by vehicle $k$, namely $\mathcal{K}_k = \{ i | y_{ik} = 1 \}$, where $I = \bigcup_k \mathcal{K}_k$. Furthermore, let $c_{ij}$ be the cost of traveling directly from customer $i$ to customer $j$, $q_k$ be the shipment size of customer $i$, $V_k$ be the capacity of vehicle $k$, $\tau_{ij}$ be the travel time between customers $i$ and $j$, $s_i$ be the service time (loading/unloading) at customer $i$, $a_i$ be the beginning of the time window at $i$, $b_i$ be the end of the time window at $i$, and $T$ be a constant larger than the total travel time of any feasible route. Finally, let us define the following variables:

$$
\begin{align*}
X_{ijk} &= 1 \quad \text{if vehicle } k \text{ travels directly from customer } i \text{ to customer } j \\
0 &\quad \text{otherwise} \\
Y_{ik} &= 1 \quad \text{if vehicle } k \text{ services customer } i \\
0 &\quad \text{otherwise} \\
T_i &= \text{the arrival time at customer } i.
\end{align*}
$$

The problem can be stated as follows:

\begin{align}
\text{minimize} & \quad \sum_{i \in \mathcal{I}} \sum_{j \in \mathcal{J}_i} \sum_{k \in \mathcal{K}} C_{ijk} X_{ijk} \\
\text{subject to:} & \quad \sum_{i \in \mathcal{I}} q_i Y_{ik} \leq V_k \quad \forall k \in \mathcal{K} \tag{1} \\
& \quad \sum_{k \in \mathcal{K}} Y_{ik} = 1 \quad \forall i \in \mathcal{I}, k \in \mathcal{K} \tag{2} \\
& \quad Y_{ik} = \begin{cases} 1 & \text{if } i = 0 \\ 0 & \text{if } i > 0 \end{cases} \quad \forall i \in \mathcal{I}, j \in \mathcal{J}, k \in \mathcal{K} \tag{3} \\
& \quad \sum_{i \in \mathcal{I}} C_ijk = T_{ij} \quad \forall j \in \mathcal{J}, \forall k \in \mathcal{K} \tag{4} \\
& \quad \sum_{i \in \mathcal{I}} C_ijk = T_{ij} \quad \forall j \in \mathcal{J}, \forall k \in \mathcal{K} \tag{5} \\
& \quad t_{ij} = t_i + s_i + \tau_{ij} - (1 - x_{ijk})T \quad \forall i, j \in \mathcal{J}, k \in \mathcal{K} \tag{6} \\
& \quad a_i \leq t_i \leq b_i \quad \forall i \in \mathcal{I} \tag{7} \\
& \quad t_i \geq 0 \quad \forall i \in \mathcal{I} \tag{9}
\end{align}

where $\mathcal{J} = \mathcal{J} \cup \{0\}$.

The objective is to minimize the routing cost subject to vehicle capacity and arrival time feasibility constraints. We can distinguish three groups of constraints in the MIP formulation given above. Constraints (1)–(3) are the assignment/clustering constraints, dealing with the feasible assignment of customer orders to vehicles and dominated by the assignment variables $y$. Capacity constraints (1) ensure that the total freight to be carried by vehicle $k$ is within the capacity of the vehicle. Constraints (2) state that all routes (tours) begin and end at the depot and that each customer $i$ is serviced by one and only one vehicle $k$.

The second group contains the routing constraints (4)–(6) which include the routing variables $x$ and define the itinerary of each vehicle through all customers assigned to it.

Finally constraints (7)–(9), incorporating the time variables $t$ are the scheduling constraints. The set (7) ensures compatible arrival times between any two consecutive customers $i$ and $j$, while constraints (8) enforce the service time windows. Note that constraints (7) need to be defined explicitly for the depot, since the arrival time there is always greater than the departure time (unlike the rest of the customers).

Two well-known optimization problems are embedded within the MIP formulation for the problem; the assignment/clustering problem (constraints (1)–(3)) and the time constrained traveling salesman problem (constraints (4)–(9)); this observation is quite significant since it drives our methodology for the solution of the problem (see also Fisher and Jaikumar\cite{Fisher,Jaikumar}).
The VRP-H, as an extension of the simple VRP where no time constraints are attached, is NP-hard. A medium sized problem could easily involve millions of variables and constraints. CHRISTOFIDES et al.\(^6,7\) and LENSTRA and KINNOY KAN\(^20\) have shown that the VRP is NP-hard and by reduction the VRP-H is NP-hard, as well. The findings of SOLOMON\(^38\) and SAELSBERGH\(^34\) indicated that the time constrained problem is fundamentally more difficult than the simple VRP. As such, one should not expect to obtain optimal solutions within polynomial time; and heuristics have so far offered the most promising results for solving realistic size problems. Heuristic algorithms have been quite successful in dealing with large-scale problems at minimal computational requirements, but they can suffer from serious limitations concerning the quality of the solutions. The tradeoff between the quality of the solution and the computational time requirements motivated the development of an optimization based heuristic for the VRP with Time Windows. The positive experience other researchers have had in the past (FISHER and DAIKUMAR,\(^12\) CULLEN et al.\(^11\)) is an additional factor justifying the use of this class of algorithms. As MAGNA\(^22\) put it, these methods are competitive in running time with most standard heuristics that do not incorporate embedded optimization procedures, e.g., the Clark and Wright savings method, and yet provide better cost solutions in almost all instances.

The optimization based approach we propose is heuristic in the sense that it solves an approximation of the original mathematical model (1)-(9). However, an iterative scheme is employed, which tends to drive the approximation close to the original problem. The solution of the problem is obtained by solving several very well established optimization problems, namely the Capacitated Clustering Problem and a series of time constrained TSPs.

There are three basic steps associated with the development of the procedure. First, the time window constraints (8) are relaxed into the objective function, and then the complicated objective function is approximated using an objective function that is easier to work with. In the following sections we describe these steps in details. Finally, the entire process is run iteratively to improve the solution.

### 1.1. Turning “Hard” Time Window Constraints to “Soft”

The time window constraints in VRP-H constitute “hard” constraints, which should not be violated in any feasible solution. The first step for the solution of the time constrained VRP involves the relaxation of the constraints (8) into the objective functions in a Lagrangean Relaxation fashion. In this case constraints (8) are perceived as “soft” time window constraints and 100% on-time service (i.e., 100% of the customers are serviced within their time windows) is not required. Introducing the constraints into the objective function, multiplied by the appropriate penalty coefficients, we create a new soft time window model. The result is a variant of the time constrained VRP, namely the Vehicle Routing Problem with Soft Time Window constraints (VRP-S), which can be stated as follows:

\[
\text{(VRP-S)} \quad \text{minimize} \quad \bar{F}(x,y,t) = \sum_{i<j} \sum_{j<k} \sum_{k<l} \sum_{l<m} \bar{a}_{ij} x_{ij} \quad (10) 
\]

subject to: (1)-(7), (9) where:

\[
\bar{a}_{ij} = w_p d_{ij} + w_r u_{ij} 
\]

\[
u_{ij} = \frac{1}{2} \left[ (a_i - t_i)^+ p_e + (t_i - b_i)^+ p_i \right] 
\]

\[
+ \frac{1}{2} \left[ (a_j - t_j)^+ p_e + (t_j - b_j)^+ p_i \right] 
\]

\[
(a_i - t_i)^+ = \max \{0, (a_i - t_i)\} 
\]

\[
(t_i - b_i)^+ = \max \{0, (t_i - b_i)\} 
\]

where \(d_{ij}\) is the Euclidean distance between \(i\) and \(j\), \(w_p\) is the spatial weighting factor, \(w_r\) is the temporal weighting factor, \(p_e\) is the early delivery penalty, and \(p_i\) is the late delivery penalty.

The new composite cost coefficients \(\bar{a}\) are weighted sums of the spatial (routing) component and the temporal (scheduling) component of the problem. Term \(u_{ij}\) measures the penalty due to the violation of the time windows at the end of each link \((i,j)\), divided by 2 to avoid double counting. Early penalties are imposed, if the arrival time \(t_i \leq a_i\), i.e. if the term \((a_i - t_i)\) is positive. Similarly, late penalties are imposed when \(t_i \geq b_i\). If both \(a_i, b_i, a_j, b_j\) are positive then no penalties are imposed and \(u_{ij} = 0\).

The VRP-S model constitutes a weighted relaxation of the two-sided constraints (8) in the objective function (1) using prefixed multipliers \(p_e\) and \(p_i\). As such, the VRP-S is a generalization of the VRS-H model. The two models become equivalent when \(w_p = 1, w_r = \infty\) and/or \(p_e = p_i = \infty\). There are several reasons for selecting the soft time window model:

- The VRP-S model is more general and encompasses the VRS-H model. Furthermore, an algorithm for the soft time window program would be more flexible (due to fewer
constraints) and hence would be less likely to get caught in local optima. If 100% on-time service is required, raising appropriately the penalties should encourage a solution with fewer time window violations.

- In real world time situations windows are usually soft by nature. Typically, there is a limit on the amount any carrier will pay to meet a delivery constraint, although this will depend on the customer. The time penalty coefficients can be adjusted to reflect the situation. High penalties are attached to customers with strict delivery time requirements, while customers who can bear time window violations receive small penalty coefficients.

- The VRP-S model can be very useful in a strategic planning level where tradeoffs between the size, the operating costs of the fleet, and the level of service need to be considered. By adjusting the weight coefficients $w_D$ and $w_T$ we can assign priority to minimize the routing cost (which is usually obtained with a small fleet and high vehicle utilization) or the service violation penalty costs (which usually requires a large fleet and few customers per vehicle).

- Finally, the VRP-S model is capable of finding solutions in cases where a hard time window formulation would have failed. Problems with tight time windows and a small fleet may have solutions satisfying all customers on-time. In this case, the VRP-S model would yield a solution where some of the customers would not be serviced on time. Naturally, the solution would be infeasible for the hard time window model but the user would, at least, have a solution at hand. The solution can be either accepted as is, or it can be improved by adjusting the appropriate time windows to produce routes to service more or all the customers on-time. The VRP-S solution would provide ample information on the customers causing the infeasibility in the schedule; the "trouble makers" would be easily identified from the routes at hand.

1.2. An Approximation Model for the VRP-S

The basic difficulty in solving the VRP-S stems from the complicated objective function $F(x, y, t)$. The cost coefficients $c$ are non-linear functions of $t$, the routing variables $x$ are functions of $y$ and the $t$ variables are functions of $x$; in addition, $x$ and $y$ are integer. The objective function is non-linear, discontinuous and non-differentiable, and as a result of the integrality constraints, nonconvex; furthermore, the routing and scheduling constraints are non-linear, due to the binary nature of the assignment and routing variables. Fortunately, the mathematical model has a hierarchical structure, which enables us to break the problem into individual subproblems and then solve each subproblem separately.

Extending the analysis by Fisher and Jaikumar,[12] for the VRP, we can write the VRP-S as a nonlinear generalized assignment model, namely:

\[
\text{(NGAP) minimize } \\
\mathcal{F}(x(y), t(x(y))) = \sum_{k \in K} f(y_k) \tag{13}
\]

subject to: \((1)-(3)\).

The function $f(y_k)$ is defined for each vehicle $k$ as:

\[
\text{(TSP-S)}_k \\
\begin{align*}
& f(y_k) = \text{minimize } \sum_{i \in \mathcal{X}_k} \sum_{j \in \mathcal{N}_k} c_{ij} x_{ijk} \\
& \text{subject to: } \sum_{i \in \mathcal{N}_k} x_{ijk} = 1 \quad \forall j \in \mathcal{N}_k \tag{15} \\
& \sum_{j \in \mathcal{N}_k} x_{ijk} = 1 \quad \forall i \in \mathcal{N}_k \tag{16} \\
& x_{ijk} \in \{0, 1\} \quad \forall i, j \in \mathcal{N}_k, k \in \mathcal{X}_k \tag{17} \\
& t_j = t_i + s_i + t_{ij} - (1 - x_{ijk}) \mathcal{F} \quad \forall i, j \in \mathcal{N}_k \tag{18} \\
& t_i \geq 0 \quad \forall i \in \mathcal{N}_k \tag{19}
\end{align*}
\]

where $\mathcal{N}_k = \{i \in \mathcal{X}_k = 1\}$ is the set of customers assigned to vehicle $k$ through (13), (1)-(3).

Clearly the TSP-S model defines a Traveling Salesman Problem with time window constraints over the customers assigned to vehicle $k$. The optimal assignment of customers to vehicles, in other words, the optimal partitioning of $\mathcal{X}$ into $K$ sets, is performed through NGAP. However, in order to solve NGAP the optimal values of the $K$ functions $f(y_k)$ are needed, which are obtained through the $K$ TSP-S's. The master-slave relation between NGAP and the TSP-S's can be approached using an iterative approximation procedure. The approach is based on constructing a linear approximation of the objective function (13). Note that NGAP contains only assignment variables $y$ in the constraint sets, while the $x$, $y$, and $t$, variables are present directly or indirectly in the objective function. If we decouple the $x$ and $t$ variables from the objective function then the partitioning problem could be easily solved through state-of-the-art methods. This motivated the use of an approximate objective function, which minimizes the assignment cost instead of the routing cost, and it is justified if we consider the approximate cost coefficients $c$ as approximate derivatives of $\mathcal{F}(\cdot)$. Then, NGAP turns out to be the well studied Generalized Assignment
Problem (Fisher and Jaikumar)\cite{12} Fisher et al.\cite{13}, namely:

\[
\text{(GAP) minimize } \hat{F}(y) = \sum_{k \leq K} \sum_{i \leq C} \hat{c}_{ik} y_{ik} \\
\text{subject to: (1)-(3)} \text{ where } \hat{c}_{ik} \text{ expresses the approximate cost of assigning customer } i \text{ to vehicle } k.
\]

The solution of GAP defines a feasible assignment of customers to vehicles in terms of the capacity constraints. Model GAP has a well defined linear objective function and state-of-the-art algorithms exist for its solution. We will not dwell on this point, since in the place of GAP we solve the Capacitated Clustering Problem (CCP). The method for approximating the function $\hat{F}(x, y, t)$ and determining the approximate cost matrix $\hat{c}$ is described in Section 3.

The procedure for the solution of the VRP-S model iterates between solving the assignment problem defined by the GAP/CCP and a series of routing and scheduling problems defined by the TSP-S’s. The proposed algorithm starts with some initial approximate cost matrix $\hat{c}$ and, based on that, partitions the set $\mathcal{J}$ into $K$ clusters and produces a set of routes satisfying the constraints (1)-(7), (9). These routes are used to update the approximate cost matrix necessary for the next iteration. The algorithm iterates producing customer clusters and tours, and updating the cost matrix, until no more improvements can be found in the produced tours or until the maximum allowable number of iterations has been exceeded.

The resulting solution to the VRP-S is expected to be suboptimal, since it is based on a suboptimal partitioning. However, the resulting tours can reveal information useful to better approximate the objective function (20) at subsequent iterations, through an updating mechanism we describe later. The new approximation is used to resolve the assignment problem and produce new tours which are aimed to be closer to the optimal solution of the VRP-S. The algorithm is outlined in the following:

An Iterative Approximation Algorithm for the VRP-S

Step 0. Initialization.
Set the iteration counter $n = 0$.
Initialize the approximate cost matrix $\hat{c}$.
Go to step 2.

Step 1. Cost Update.
Set $n = n + 1$.
Update the approximate cost matrix: $\hat{c}^n = \hat{f}(c^{n-1})$.

Step 2. Clustering.
Solve the Capacitated Clustering Problem.
Let: $\mathcal{K}^n = \{\mathcal{K}_1^n, \ldots, \mathcal{K}_n^n, \ldots, \mathcal{K}_K^n\}$ be the partition of $\mathcal{J}$ at the $n$th iteration.

Step 3. Routing and Scheduling.
Solve the Traveling Salesman Problem with Soft Time Window constraints for each cluster $\mathcal{K}_k^n$.
Let: $\mathcal{J}^n = \{\mathcal{J}_1^n, \ldots, \mathcal{J}_k^n, \ldots, \mathcal{J}_K^n\}$ be the set of routes produced in the $n$th iteration, satisfying (1)-(7), (9), and $f(y^n)$ be the cost of the tour $T_k^n$.
Set: $F(x^n, y^n, t^n) = \sum_{k \in K} \hat{f}(y^n_k)$

Step 4. Termination check.
If $F(\cdot)$ does not improve for some number of iterations or if $n > n_{\text{max}}$ STOP.
Otherwise go to Step 1.

At the initialization step the algorithm constructs the initial approximate cost matrix $\hat{c}$ using some preliminary notion about the nature of the costs; details are given in Section 3.

Step 1 corresponds to determining the approximate derivatives of the objective function $\hat{F}(\cdot)$, which are necessary for the solution of the approximate function $\hat{F}(\cdot)$. The information on the obtained solution, conveyed through $\mathcal{F}$, are used here to update the cost matrix $\hat{c}$ to better approximate (10).

Step 2 deals with the optimal assignment/clustering of customers to vehicles. The problem is to minimize the assignment/clustering cost in (20) subject to vehicle capacity constraints. What this does, in essence, is to use the approximate costs $\hat{c}$ to decouple the VRP-S. The solution of the clustering problem fixes the assignment variables $y$ independently of the $x$ and $t$ variables. The result is $K$ individual mutually exclusive and collectively exhaustive clusters.

Having fixed the $y$ variables, all we need to do next is optimize the itinerary of each vehicle $k$ assigned to service cluster $\mathcal{K}_k$. Since the vehicle capacity feasibility is guaranteed from step 2, the problem reduces to solving $K$ TSPs with soft time window constraints. The objective is to minimize the routing cost and the time penalties for each $\mathcal{K}_k$, namely:

$$(\text{TSP-S})_k \quad f(y_k) = \min \sum_{i \in C, \mathcal{K}_k} \sum_{j \leq C, \mathcal{K}_k} \hat{c}_{ij} y_{ij}$$
subject to: (15)-(19).

The solution of the TSP-S’s yields a set $\mathcal{F}$ of $K$ tours $T_k$ starting from and terminating at the depot, which service all customers $i \in \mathcal{K}_k$. Each tour $T_k$ defines a feasible itinerary of vehicle $k$ over the customers in $\mathcal{K}_k$. The set $\mathcal{F}$ defines a feasible solution for the VRP-S.
2. SOLVING THE SUBPROBLEMS

The decomposition of the VRP-S model results in the assignment/clustering problem (20) and \( k \) TSPs (14). The solution of these subproblems in the context of the VRP-S is discussed next.

2.1. The Capacitated Clustering Problem

The solution of the assignment/clustering problem is obtained by solving a Capacitated Clustering Problem (CCP). Fisher and Jaikumar\(^{13}\) solve a Generalized Assignment Problem in the corresponding phase of their algorithm for the VRP, which requires the external specification of "seed" customers that become approximate centroids of each cluster. To the contrary, when solving the CCP the selection of the seeds is imbedded within the optimization procedure.

The CCP is a special case of the facility location problem and therefore it is closely related to the generalized assignment and the \( p \)-median problem. As such, it has been shown to be NP-complete (Mulvey and Beck\(^{30}\)). Heuristic and approximation procedures are, therefore, the only practical techniques for handling large problems. We refer the interested reader to Mulvey and Beck\(^{30}\), Mulvey and Crowder\(^{29}\), Koskosidis\(^{21}\) and their references for the mathematical formulation and analytic description of the CCP model.

We present here a heuristic iterative algorithm based on the Mulvey and Beck\(^{30}\) primal heuristic algorithm for the CCP. Our algorithm consists of four basic steps, which are briefly described next:

Phase 0: Initialization. Select \( K \) initial seed customers. Let \( J^{*} \) be the set of seed customers.

Phase I: The greedy assignment. Given the set of seeds \( J^{*} \) the non-seed customers are ranked and assigned to seeds according to their regret function:

\[
\text{REGRET}(i) = \hat{c}_{im} - \hat{c}_{im}^{*} \quad (21)
\]

where \( m \) is the closest seed to \( i \) and \( m^{*} \) the second closest seed. The regret function represents the "penalty" of assigning customer \( i \) to its second closest seed instead of the closest seed. Customers are ordered in decreasing order of regret and assigned to the closest available seed. The assignment of customers with the largest regret function values is undertaken first to avoid assigning a customer to a very "distant" second or \( k \)th closest seed. At the end of the assignment phase all customers have been assigned to a seed and all \( K \) clusters have been formed.

Phase II: The median seed relocation. For each cluster \( k \) with seed \( j \), we seek to improve the
internal clustering cost defined as:

$$
\hat{C}_{j_k} = \sum_{i \in \mathcal{N}_k} e_{i,j_k} \quad j \in \mathcal{N}_k
$$

(22)

by identifying the customer which, as a seed, generates the minimum cost "hub-and-spoke" spanning tree; this is the customer $l \in \mathcal{N}_k$, such that:

$$
\hat{C}_{j_k} = \min \{ C_m, m \in \mathcal{N}_k \}
$$

(23)

If new seeds have been found for one or more clusters the algorithm iterates between phases I and II until no more improvements are possible. Then the algorithm proceeds with phase III.

**Phase III: The local exchanges.** In this phase all the possible combinations of customer pairs belonging to different clusters are considered for exchange. Vehicle capacities permitting profitable exchanges are identified, ranked in terms of savings in clustering cost and materialize. If one or more local exchanges are performed the algorithm returns to phase II and so on. The algorithm terminates either when no more improvements can be identified in phases II and III or when a prespecified number of iterations has been reached.

Concerning the seed initialization procedure several different methods have been proposed over the years, including human expertise, random seed selection (Mulvey and Beck\cite{30}), geometrical and shipment size-related criteria (Fisher and Jaikumar\cite{19}).

In an attempt to account for both the spatial and the temporal aspects of the cost function and to use more information from the problem we have developed two methods for the selection of the initial seeds (see Koskosidis\cite{21} for a discussion of a third method, the Bayesian updating procedure). The idea is to keep these algorithms simple and avoid overloading the VRP-S model with computational requirements disproportional to the significance of the initialization phase. At the same time the algorithms should be sophisticated enough to provide the CCP model with a reasonably good starting solution. A bad initial set of seeds could trigger a lengthy clustering procedure and affect the quality of the final clustering solution. These procedures are based in solving some form of a knapsack problem and are described in detail in Koskosidis\cite{21}.

The iterative heuristic described is based on the Mulvey and Beck\cite{30} primal heuristic algorithm for the CCP. However, several modifications and extensions have been introduced which increase the efficiency of the algorithm. First, we develop special algorithms for the seed selection phase in order to avoid using randomly generated seeds. Second, the CCP algorithm employs an iterative, self-correcting scheme, that improves the initial set of seeds and the existing clusters, while iterating between the assignment, seed relocation and local improvement phases. To the contrary, the Mulvey and Beck (M&B) heuristic terminates after the local switch phase and restarts with a new set of seeds, making no use of the information generated before.

The evaluation of the performance of the iterative CCP algorithm has been based on the development of tight lower bounds through Lagrangean relaxation techniques. Several relaxations have been developed, but the relaxation of the unique assignment constraints (2) has been the most successful in providing tight lower bounds. The update of the Lagrangean multipliers has been based on a typical subgradient optimization scheme.

Five sets of randomly generated problems (including 76 problems in total) have been used to evaluate the performance of the iterative CCP algorithm and to compare it with the M&B heuristic. Detailed results and comparisons can be found in Koskosidis\cite{21} and Koskosidis et al.\cite{22} In summary, the iterative heuristic we have developed has been able to find the optimal solution for 45 out of the 76 problems tested. The solutions have been within 1% from the lower bound for 61 out of the 76 problems and for only 2 problems was the solution more than 3% from the lower bound. Compared to the M&B heuristic it managed to provide systematically better quality solutions, while the computational time requirements have been consistently lower.

### 2.2. The TSP with Soft Time Windows

Once the clusters have been formed we solve a series of time constrained TSPs, as stated in (14)–(19). The scheduling constraints of TSP-S make the model equivalent to an asymmetric TSP (Koskosidis\cite{21}), but at the same time they are used as subtour elimination constraints (Solomon,\cite{37} Miller et al.\cite{28}). Karp\cite{17,18} and Papadimitriou and Steiglitz\cite{31} established that the asymmetric TSP is NP-complete; as a result, considerable effort has been devoted to develop good heuristics for this class of problems. We have developed two approaches for the solution of the TSP-S. The first one combines a total enumeration algorithm with a reduced gradient scheduling algorithm. The second is a heuristic procedure based on the branch exchange algorithm by Lin and Kernighan,\cite{25}.

In the total enumeration approach the TSP-S is solved using a two-tiered procedure. At the first level tours are created based only on the routing variables $x$ with no regard to the scheduling variables $t$; at the second level the optimal scheduling
of these tours are sought preserving the customer sequencing obtained in the first level. In principle, all feasible tours (in terms of the routing variables) are constructed in the first level. Then, a reduced gradient-based optimization algorithm is applied to each tour to identify the optimal scheduling of the tour. Since the optimal solution to TSP-S should be feasible in \( x \), and from all tours feasible in \( x \) we choose the lowest cost one in \( x \) and \( t \), the obtained tour is the optimal solution to the TSP-S of the cluster under consideration. The procedure is accelerated by applying weak pruning rules at the first level, aiming at early detection of unrealistic tours, which are consequently abandoned. For a description of the procedure the reader is referred to Koskosidis (21) for details on the total enumeration procedure and the reduced gradient scheduling algorithm.

The total enumeration method would not be effective for larger problems (more than six customers) but was very efficient for problems with a relatively few customers per tour. For larger tours we developed a branch exchange heuristic based on Lin and Kernighan's (23) heuristic for the symmetric TSP. Although the L&K heuristic provides an excellent framework for the asymmetric TSP, several differences introduced by the temporal aspect of the TSP-S created the need to modify and extend the original approach, in order to accommodate the temporal asymmetric nature of our model. First, in order to identify profitable exchanges (i.e., link exchanges that would reduce the total cost of the tour) one needs to know the cost on each link \( c_{ij} \). Since this is not known in advance the approximate costs \( \hat{c}_{ij} \) have been used instead. Then, when it comes to evaluate a candidate tour (one emerging from a link exchange) one has to work with directed tours, since the temporal component of the cost is very likely to depend on orientation. In both cases, the time window constraints are handled implicitly through the composite cost coefficients \( \hat{c}_{lk} \). When time windows are violated, this reflects on the cost of the tour under consideration. The branch exchange heuristic for the TSP-S has been based on the modification of a FORTRAN code for the L&K heuristic developed by Frantzeskakis (15). We refer the interested reader to Koskosidis (21) and Frantzeskakis (15) for more details.

Both solution algorithms for the TSP-S model have been tested and compared using sets of randomly generated test problems with structure similar to that of problem set RP1 (described below). All the problems have a one day planning horizon and time windows with a maximum length of two hours. The comparative results presented here are based on problems with five, seven and ten customers per tour, since the total enumeration approach failed to solve problems with more than ten customers within reasonable time. The results are listed in Table 1.

The branch exchange heuristic was able to match the performance of the total enumeration approach in most of the problems tested. It failed to match the total enumeration solutions in four out of the fifteen problems solved, but the worst deviation from these solutions was no more than 4%. In general, since the original L&K heuristic is able to produce high quality solutions, and the branch exchange heuristic we developed follows the same basic structure, we believe that the solutions obtained are of excellent quality. As expected, the CPU times (seconds on an IBM 3081/VM370) increase sharply for the total enumeration approach rising from 0.017 second for the five customer problems to 36.0 seconds for the ten customer problems.

To the contrary, the branch exchange heuristic exhibited a much smoother behavior; the average CPU time ranged from 0.025 second for the five customer problems to about 2.9 seconds for twenty customer problems and to less than 9.0 seconds for thirty customer problems (not shown in Table 1). Given the performance of the two approaches and their respective CPU time requirements, we have used the total enumeration algorithm for problems with up to five customers per tour and the branch exchange heuristic for larger problems.

3. CALCULATING THE APPROXIMATE COSTS

The approximate cost coefficients \( \hat{c} \) represent the cost of including customer \( i \) into the cluster served by vehicle \( k \), which depends on the other customers included in the same tour. During the clustering phase there is very little information available on the customers that has been or will be included in each cluster. Furthermore, the effect of including a customer in a given cluster is not known until later when the routing and scheduling problem for each cluster is solved. Therefore, in order to calculate the approximate costs, the algorithm starts with some initial cost matrix \( \hat{c}_0 \) and proceeds to the clustering, routing and scheduling phases. Once a set of feasible tours \( \hat{T}_0 \) has been formed, the cost matrix \( \hat{c} \) is updated using information developed previously. The tours are evaluated to reveal information on how successful the current clustering configuration of customers has been and try to identify alternative potentially successful configurations. We describe next the initialization
algorithm and three update algorithms for the approximate cost matrix \( \bar{c} \).

### 3.1. The Initial Approximate Cost Matrix

During the cost initialization procedure we develop the cost matrix \( \bar{c}^0 \), which gives the initial clustering costs between any pair of customers. The direct cost and the cost averaging update schemes share the same cost initialization algorithm. The basic idea behind the calculation of the initial costs \( \bar{c}^0_{ij} \) is to consider the single vertex tour through \( j \) (depot-\( j \)-depot) and then calculate the cost of inserting \( i \) into this tour in the least expensive way. The resulting tour would be either depot-\( i \)-\( j \)-depot or depot-\( j \)-\( i \)-depot. The difference between the single vertex tour and the two vertex tour is the cost of associating customer \( i \) with seed \( j \), namely:

\[
\bar{c}_{ij} = \min\left\{ w_D(d_{0i} + d_{ij} + d_{j0}) \right. \\
+ w_T(u_{0i} + u_{ij} + u_{j0}), w_D(d_{0j} + d_{ji} + d_{ij}) \right. \\
+ w_T(u_{0j} + u_{ji} + u_{ij}) \left. \right) - (d_{0i} + d_{j0}).
\]

An example is shown in Figure 1 for customer \( i \) and seed \( j \).

![Fig. 1. Insertion of customer \( i \) into one-vertex tour.](image)

The x-axis represents time and the horizontal line segments represent the length and positioning of the time window for each customer. The vertical distance between the customers is a measure of the distance between them. The single vertex tour through \( j \) is shown with the solid line. The dashed line shows the two-customer tour depot-\( i \)-\( j \)-depot. The best place to insert \( i \) into the tour of \( j \), given the size and the positioning of the time windows, is in the leg from the depot to \( j \). The resulting tour forces the vehicle to miss the time window at \( j \). If the delay is, for example, 5 time periods, then:

\[
\hat{c}^0_{ij} = w_D \times \left( d_{0i} + d_{ij} + d_{j0} - (d_{0j} + d_{j0}) \right) \\
+ w_T \times 5 p_i
\]

Alternatively, the vehicle could have delivered at \( i \) 5 time periods earlier, catching \( j \)'s time window right on \( h_j \), resulting in time penalties equal to \( 5p_i \). If \( p_i < p_i \) the second scenario is more attractive. In general, the cost initialization algorithm will insert \( i \) in the leg resulting in the least cost \( \hat{c}^0_{ij} \).

This procedure is performed for all pairs of customers \((i,j)\), constructing the matrix \( \bar{c}^0 \). Note that \( \bar{c}^0 \) will be asymmetric since, in general \( \bar{c}_{ij} \neq \bar{c}_{ji} \).

### 3.2. The Direct Cost Update Procedure

The update of the approximate cost matrix \( c \) at any subsequent iteration follows the same principles with the initialization procedure, estimating the insertion cost of customers into potential clusters. The difference is that the customers are now inserted into existing tours and not the artificial one vertex tours. We distinguish between two cases depending on whether customer \( i \) is a member of the tour under consideration or not.

**Case a.** \( i \in \mathcal{N}_k, \mathcal{N}_k = \{ l \mid y_{lk} = 1, l \subset \mathcal{S} \} \).

In this case customer \( i \) is a member of the tour \( k \) under consideration. The cost of keeping \( i \) in \( \mathcal{N}_k \) is the difference in the costs of tour \( k \) with and without \( i \), namely:

\[
\hat{c}_{ik}^{n+1} = f(y^n_k) - f'(y^n_k)
\]

where \( f(y^n_k) \) is the cost of the TSP tour \((14), (15)-(19)\) through the customers in \( \mathcal{N}_k \) during iteration \( n \), and \( f'(y^n_k) \) is the cost of the tour through \( \mathcal{N}_k - \{ i \} \), keeping the sequence of the remaining customers as it was in \( f(y^n_k) \).

**Case b.** \( i \not\in \mathcal{N}_k, \mathcal{N}_k = \{ l \mid y_{lk} = 1, l \subset \mathcal{S} \} \).
In this case we want to insert the customer \( i \) in the tour \( k \) and measure the additional burden imposed on vehicle \( k \), namely:

\[
c_i^{k+1} = f(y_2^k) - f(y_2^k) = f(y_2^k) - f(y_2^k)
\]  

(25)

where \( f(y_2^k) \) is as before and \( f'(y_2^k) \) is the cost of the augmented tour over the customers in \( \mathcal{N}_k \cup \{i\} \), holding fixed the sequence of the rest of the customers in \( \mathcal{N}_k \). Customer \( i \) is inserted in the appropriate leg to minimize the cost of the augmented tour.

After calculating the cost \( c_i^{k+1} \), the cost of associating customer \( i \) with any other customer \( l \) in cluster \( k \) would be:

\[
c_{il}^{n+1} = c_{il}^{n} + c_{il}^{n+1} \quad \forall l \in \mathcal{N}_k \]  

(26)

Note that in both cases we reevaluate the cost of the tour after adding or removing customer \( i \), without reoptimizing the itinerary of the vehicle, in order to avoid resolving the TSP-S for \( \mathcal{N}_k \cup \{i\} \). The arrival times are readjusted using a reduced gradient-based scheduling procedure (named SCHED_ssc [31]), to minimize the time penalties. The new tour may be suboptimal, but that had to be accepted in order to reduce the computational burden. Since the costs are approximate anyway, it was felt that 100% accuracy was not justified, since the attempt to calculate those costs exactly would be computationally prohibitive.

An example is shown in Figure 2a with a nine customer (plus depot), 2-vehicle problem. The solution at iteration \( n \) is the two tours shown as solid lines (Tour 1: 0-1-2-3-4-5-0 and Tour 2: 0-9-8-7-6-0).

The cost of including customer 5 into tour 2 would be:

\[
c_{i2}^{n+1} = f(y_2^k) - f(y_2^k)
\]

where \( f(y_2^k) \) is the cost of Tour 2: 0-9-8-7-6-0. Note that in addition to the change in routing, we also had to reschedule a portion of the tour to optimize the service penalties. Thus, inserting customer 5 in tour 2 required an earlier departure from customer 8. Customer 5 is delivered very early so that customer 6 is not served too late.

Clearly, in this example the best place to insert 5 in tour 2 is in the leg (7,6), shown in Figure 2b. This choice is not necessarily obvious, and a search is required to determine the best leg in which to perform an insertion.

### 3.3. The Average Cost Update Procedure

The cost averaging update scheme is identical to the direct cost update scheme with the exception of the calculation of the costs \( c_{ik} \). While in the direct update scheme the clustering costs \( c_{ik}^{n+1} \) for customer \( i \) with all customers \( l \in \mathcal{N}_k \) are identical and equal to \( c_{ik} \), in the averaging scheme the costs are the average over all previous iterations, namely:

\[
c_{il}^{n+1} = c_{il}^{n} + \frac{1}{n} (c_{ik}^{n+1} - c_{il}^{n}) = \frac{n-1}{n} c_{il}^{n} + \frac{1}{n} c_{ik}^{n+1}
\]

(27)

where \( c_{ik}^{n+1} \) is given from equation 24 or 25, respectively.

This way the approximate costs at a given iteration are standard convex combinations of the costs at all previous iterations and the algorithm is allowed to use more information from the past iterations. In the cost averaging scheme the update is based on the tours produced in all previous tours and not just the last one, as is the case with the direct cost update scheme. The purpose of this procedure is to stabilize the algorithm from one iteration to the next.
4. COMPUTATIONAL STUDY

We have performed two sets of computational experiments. The first, based on data we have randomly generated, is intended to compare the cost update algorithms and investigate the efficiency of the iterative scheme we used for the solution of the VRP-S model. The second set of experiments has been based on benchmark problems available in the literature and aimed to compare the VRP-S to state-of-the-art heuristic algorithms.

4.1. Randomly Generated Data Sets

We have generated five sets of random problems, consisting of five problems per set. Each set has its own distinct characteristics and all problems in the same set have been created using identical parameters but different seeds for the random number generator. The key characteristics of the problems are the number of customers to be serviced, the size of the service area, the number of vehicles to be used, the size of shipment delivered to each customer, the planning horizon which defines the time points (dates) within which the delivery dates should be placed, the delivery date which defines the target date for the delivery of the shipment to the customer, and the length of the time window which in coordination with the delivery date defines the time interval for no penalty delivery. The time windows are centered around the delivery dates. The number of available vehicles should be at least as big as the total volume of the shipments delivered, expressed in truckloads. It is variable and it is initially set by the user. However, it can be increased by the model, as needed. During the clustering phase, if the number of vehicles is not adequate.

The random problem generation procedure is based on drawing pseudo-random numbers from a (0, 1) uniform distribution; the procedure is as follows. First, the user defines the desired number of customers, the size of the service region, the maximum allowed shipment size, the length of the planning horizon and the maximum allowed time window length. Next, the computer generates random pairs of numbers, as many as the desired number of customers, each one representing x- and y-coordinates for the customers. These pairs should fall within the dimensions of the service area. For each customer the computer generates a random demand (shipment size) bounded by the maximum demand, a random delivery date within the planning horizon, and a randomly long time window. Special care is taken to ensure that duplicate demand points are not generated.

Each problem includes 50 customers; problems of this size are large enough to explore the capabilities of the model without imposing excessive computational requirements. We generated problems with short, medium and long planning horizons, with emphasis on medium sized ones. Problem set RP1 has a short planning horizon (one day) and time windows which can be at most two hours, which result in a problem with tight time window constraints. Problem sets RP2, RP3, and RP4 have medium planning horizons (5 days) and time windows with maximum length 4, 24, and 48 hours respectively. Finally, problem set RP5 has a long planning horizon (14 days) and time windows with maximum length 48 hours, generating problems with loose time constraints. In general, the parameters for the generation of the random problems have been chosen such that the problems would represent a variety of real world situations ranging from tightly constrained daily deliveries (e.g., perishable goods), to loosely constrained problems. We refer the interested reader to [21] for more details on the random problem generation and the problems themselves which are available from the authors.

Each problem has been solved using both of the cost update methods. The results are shown in the following tables. Table II compares the cost update algorithms in terms of the quality of the solution obtained and the CPU time requirements. It lists average solution values for each one of the five problem sets. For each algorithm the first column lists the average values of the initial total cost (routing cost plus time penalty cost), the total cost of the best solution found, and the improvement between the initial and the best solution as a percentage of the first one. The second column lists the average percentage of customers that are not serviced within their time window in the best solution found, and the third column lists the CPU time requirements in seconds for 100 iterations of the VRP-S model on an IBM 3081/VM370. Table III lists for each of the cost update algorithms the number of problems that the corresponding algorithm found the lowest total cost solution and the average percentage above the best solution found. Finally, Table IV lists, for a given number of iterations n, the average percentage of the best solution found within n iterations above the best solution.

Since the optimal solutions or any bounds for the random problems are not available, the performance evaluation of the VRP-S model is based on the relative improvement of the final solution obtained compared to the initial solution. Recall that the initial solution is based on the Fisher and Jaikumar[12] one-pass insertion logic and the
### Table II
Comparison of the Cost Update Algorithms in Terms of (a) Average Solution Values, (b) Average % of Violated Windows, and (c) Average CPU Time Requirements

<table>
<thead>
<tr>
<th>Problem Set</th>
<th>Direct Cost</th>
<th>Average Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Initial Best</td>
<td>% of Violated</td>
</tr>
<tr>
<td>RP1</td>
<td>7292</td>
<td>29.2</td>
</tr>
<tr>
<td></td>
<td>5828</td>
<td>19.1</td>
</tr>
<tr>
<td>RP2</td>
<td>17576</td>
<td>14.0</td>
</tr>
<tr>
<td></td>
<td>12892</td>
<td>26.1</td>
</tr>
<tr>
<td>RP3</td>
<td>13653</td>
<td>3.2</td>
</tr>
<tr>
<td></td>
<td>11494</td>
<td>15.5</td>
</tr>
<tr>
<td>RP4</td>
<td>12820</td>
<td>3.6</td>
</tr>
<tr>
<td></td>
<td>11189</td>
<td>12.2</td>
</tr>
<tr>
<td>RP5</td>
<td>15483</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>11773</td>
<td>21.9</td>
</tr>
</tbody>
</table>

CPU seconds on IBM 3081 for 100 iterations.

### Table III
Comparison of the Cost Update Algorithms in Terms of (a) Number of Problems the Algorithm Found the Best Solution and (b) Average % Above the Best Solution

<table>
<thead>
<tr>
<th>Problem Set</th>
<th>Direct Cost</th>
<th>Average Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># of problems</td>
<td>% above best</td>
</tr>
<tr>
<td>RP1</td>
<td>4</td>
<td>0.30</td>
</tr>
<tr>
<td>RP2</td>
<td>2</td>
<td>2.87</td>
</tr>
<tr>
<td>RP3</td>
<td>4</td>
<td>0.09</td>
</tr>
<tr>
<td>RP4</td>
<td>2</td>
<td>1.23</td>
</tr>
<tr>
<td>RF0</td>
<td>2</td>
<td>1.05</td>
</tr>
<tr>
<td>All problems</td>
<td>14</td>
<td>1.98</td>
</tr>
</tbody>
</table>

### Table IV
Comparison of the Cost Update Algorithms in Terms of Average % above the Best Solution after n Iterations

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>n ≤ 10</th>
<th>n ≤ 20</th>
<th>n ≤ 50</th>
<th>n ≤ 75</th>
<th>n ≤ 100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Firstrun</td>
<td>7.4</td>
<td>8.0</td>
<td>9.0</td>
<td>2.4</td>
<td>1.58</td>
</tr>
<tr>
<td>Average</td>
<td>5.4</td>
<td>4.3</td>
<td>3.3</td>
<td>3.0</td>
<td>2.97</td>
</tr>
</tbody>
</table>

Comparison of the initial to the final solution would give a measurement of the effectiveness of the iterative scheme we employ. We can see in Table II that the average improvements range from 10% to over 25% while on a problem by problem basis the improvements range from a low of about 5% to a high of over 40% for the total cost. The average improvements on the number of violated windows (not shown here) range from a low of about 10% to over 26% depending on the cost update algorithm and the tightness of the time constraints. However, these numbers can be treated as indicative performance measurements only and cannot reveal any information concerning the optimal values for the problems tested. They justify, however, the use of an iterative algorithm for the VRP-S model.

Considering the violation of the time windows, one should expect that servicing all the customers within their time windows becomes more difficult as the time constraints become tighter. If we compare the percentages of violated windows from Table II, independently of the cost update algorithm used, we can see that the lower the time constraints become, the more customers receive on-time service. The percentage of violated windows rises up to 45% for problem set RP1, which features a very short planning horizon (1 day) and very tight time windows (maximum length 2 hours). We can clearly observe the percentage of violated windows dropping gradually, as the planning horizon and the width of the time windows increase, and eventually reaching 100% on-time service for the loose time constraints problems in RP5.

Comparing the two cost update algorithms, the direct cost update algorithm slightly edged the average cost method, but the two were very close. It is clear from Table III that the direct cost update and the average cost update algorithm came very close to each other providing the best solution in terms of total cost in 11 and 10 problems respectively, out of the 25 problems tested. In terms of the quality of the obtained solutions the solutions of the direct cost update algorithms are 1.58% over the best solution found. The detailed results available in Koskosidis show only 4 problems (out of the 25 tested) with solutions above 3% of the best solution. The corresponding numbers for the average cost update algorithm are 2.97% with 7 problems above 3%. Clearly, the direct cost update algorithm worked better than the average cost update algorithm. Although, they managed to provide the best solution to about the same number of problems, the first one managed to provide solutions closer to the best, when not providing the best. It is interesting to observe however the "dynamic" behavior of the algorithms. It is clear from Table IV that on the average the direct cost update algorithm required more iterations to obtain its best solution compared to the average cost update algorithm. Although, the first one provided better "final" solutions, the average cost update algorithm performed better in the short run. Comparing the cost update algorithms in terms of the percentage of customers that receive on-time service, the direct cost update
algorithm performed again better than the other two, as shown in Table II.

4.2. Benchmark Problems

One of the major objectives of this research has been to investigate the performance of global algorithms (such as the optimization based heuristic for the VRP-S) versus local improvement heuristics. A side by side comparison would only be possible by testing the algorithms on a common problem database. Solomon and Desrosiers\(^{36}\) recognize the lack of standardized test problems for vehicle routing and scheduling with time windows, and emphasize the need for standardization of the computational experiments conducted. Solomon\(^ {27}\) has proposed an extensive data bank, which has been already utilized by several researchers such as Baker and Schaffer\(^ {2}\) and Sorensen\(^ {40}\). This data base includes standard VRP problems (see for example Christofides et al.\(^ {7}\)), which received randomly generated time window constraints, and cover a wide range of routing and scheduling environments in terms of the length and positioning of the time windows.

The three sets of problems (named R1, C1, RC1) include 100 customers each and have different spatial and temporal characteristics. For the set R1 the customer coordinates, demand data and time windows have been randomly generated and attached to the customers.\(^ {7, 37}\) From this set we have solved problems R101, R102, R103, R104, R108 and R109. The first four have been chosen because they all have the same characteristics except for the percentage of customers which receive time window constraints, ranging from 100% for R101 to 25% for R104. That would enable us to draw conclusions on the effect of the density of the time constraints on the quality of the solutions. The other two problems have been chosen randomly. In the problems of set C1 the customers are clustered in ten distinctive groups of 10 customers each. The best cluster by cluster solution found (Solomon\(^ {37}\)) requires 10 vehicles with a routing cost of 829 units. We have solved all nine problems in this class, because our algorithm showed an exceptional capability to deal with cluster data and we would like to verify that this has not been coincidental. Finally, the problems in RC1 are combinations of problems in R1 and C1. A fleet of 10 vehicles is required when no time constraints are imposed. We have chosen problems RC101 through RC104 for the same reasons as in class R1 and problems RC106 and RC108 at random. For more detailed description of the problems the reader is referred to Christofides et al.\(^ {7}\) and Solomon.\(^ {37}\)

4.2.1. Soft vs. Hard Time Windows, Once Again

We have seen that the VRP-S model treats time window constraints quite differently than the Solomon heuristics.\(^ {37, 39}\) Solomon treats the windows as hard constraints with no time window violation allowed. To the contrary, the VRP-S model has been designed on the basis that 100% on-time service is not strictly guaranteed, but is obtained through the time penalties in the objective function. This turned out to be a problem for the testing, because we could only do the comparison between the two algorithms if the VRP-S model produced solutions with 100% on-time service. Since 100% on-time service cannot be enforced through our iterative approximation algorithm, we had to guide the algorithm to exclude customers with incompatible time windows from the same cluster. This is done by identifying pairs of customers which cannot be serviced on time, if included in the same cluster.

Two customers \(i\) and \(j\) have incompatible time windows if

\[
a_i + s_i + r_{ij} > b_j
\]

\[
a_j + s_j + r_{ji} > b_i
\]

Then if \(i\) and \(j\) are in the same cluster, at least one of them is serviced outside of the time window.

The proof is trivial.

In order to exclude customers with incompatible windows from the same cluster, we preprocessed the data sets to identify all the pairs of incompatible customers. Then, we modified the clustering algorithms such that incompatible customers are not allowed in the same cluster. This turned out to be very useful in avoiding time window violations. However, the identification of incompatible pairs was not enough to guarantee solutions with 100% on-time service. The fact that all the customers in a cluster are pairwise compatible does not always prevent window violations. There might exist three customers, pairwise compatible, which cannot be all served on time if they are in the same cluster. As a result, the VRP-S model was not always able to solve a problem with 100% on-time service.

4.3. Numerical Results

Several adjustments were made to the VRP-S model to comply with the given data sets. First we preprocessed the data to identify and mark pairs of customers with incompatible time windows. Then we used non-linear penalty coefficients in an additional effort to guide the algorithm to 100% on-time service solutions. The algorithm starts with low
penalty coefficients, which are gradually increased. This way, we keep a balance between the spatial and the temporal costs during the early iterations of the algorithm. As the algorithm proceeds and the configuration of the clusters and the tours is stabilizing, the penalty coefficients are gradually increased to create solutions with emphasis on the time window satisfaction. Finally, the vehicle capacities have been reduced appropriately to ensure a vehicle utilization of about 85%, which has been found convenient for the iterative approximate heuristic. This has been deemed necessary since the data sets produce low vehicle utilization which favors local improvement algorithms.

The vehicle capacity constraints can play an important role in the quality of the obtained solution in terms of the percentage of violated windows. Loose capacity constraints could allow too many customers to be assigned to a vehicle and thus turning on-time service into a difficult (if at all possible) task. As a result, reducing the vehicle capacities appropriately would help to spread the customers more evenly among the clusters. As it turned out, the capacity constraints on the benchmark problems we have solved were loose and thus artificial reduction of the capacities was necessary.

The results on the benchmark problem testing are shown on Tables V through VII. The solutions obtained using the VRPS model are compared to those obtained by Solomon and Baker and Schaffer.

The tables report the total routing cost (distance), number of vehicles used and CPU time in seconds for each problem solved. Column one lists the best solution in terms of total routing cost over all heuristics tested by Solomon. The numerical tests were performed on a DEC-10 computer. Column two lists the best solution found by Baker and Schaffer using 2-opt and 3-opt improvement heuristics applied to initial solutions generated by the insertion and nearest neighbor heuristic of Solomon. The computational time reported is CPU seconds on UNIVAC 1100/80. Finally, the third column lists the best solution obtained through the VRPS model, using the direct cost update algorithm. The CPU time reported is seconds on an IBM3081/VM370 computer. The additional entry (fourth line) for the VRPS model indicates the percentage of customers that receive on-time service, which is occasionally less than 100%.

The results in Tables V, VI and VII show a significant improvement of the VRPS algorithm over Solomon's procedure. Out of the 21 problems, the VRPS algorithm produced lower routing costs in 14 cases, higher costs in 2 cases, and 5 ties. However, in 4 out of the 14 cases, VRPS produced time window violations for two to eight percent of the customer. Total routing costs summed over the 21 problems were 26,174 for Solomon and 24,504 for VRPS, a 6% reduction.

The comparison to Baker and Schaffer, on the other hand, is not conclusive. B&S report results for only nine problems, with VRPS outperforming B&S on four problems, losing on three with two ties.

One conclusion is clear from these numbers: VRPS is significantly slower than Solomon's procedure. While the development of the VRPS software did not emphasize execution times and a number of steps could be taken to accelerate the algorithm, it is unlikely that the run times would come close to those of the Solomon heuristics.
<table>
<thead>
<tr>
<th>Problem</th>
<th>Solomon</th>
<th>V&amp;R</th>
<th>VRPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>C101</td>
<td>829</td>
<td>829</td>
<td>829</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>1.1</td>
<td>130.1</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td>100%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C102</td>
<td>966</td>
<td>829</td>
<td>829</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>3.0</td>
<td>3.2</td>
<td>100%</td>
</tr>
<tr>
<td>C103</td>
<td>1026</td>
<td>829</td>
<td>829</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>2.9</td>
<td></td>
<td>100%</td>
</tr>
<tr>
<td>C104</td>
<td>952</td>
<td>829</td>
<td>829</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>1.6</td>
<td>3.0</td>
<td>100%</td>
</tr>
<tr>
<td>C105</td>
<td>829</td>
<td>829</td>
<td>829</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>1.1</td>
<td>118.6</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td>100%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C106</td>
<td>834</td>
<td>829</td>
<td>829</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>3.3</td>
<td>100%</td>
</tr>
<tr>
<td>C107</td>
<td>829</td>
<td>829</td>
<td>829</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>1.1</td>
<td>3.2</td>
<td>100%</td>
</tr>
<tr>
<td>C108</td>
<td>829</td>
<td>855</td>
<td>829</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>1.1</td>
<td>118.6</td>
<td>2.9</td>
</tr>
<tr>
<td></td>
<td>100%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C109</td>
<td>829</td>
<td>829</td>
<td>829</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>1.1</td>
<td>2.9</td>
<td>100%</td>
</tr>
</tbody>
</table>

First row: routing cost; second row: Number of vehicles used; third row: CPU seconds; and fourth row: percentage of nonviolated windows.

5. Discussion

We would like to highlight several points at the conclusion of this article. To start with, the computational experiments with the VRPS model reveal some limitations of the optimization based heuristic. The computational time requirements of the VRPS model have been one to two orders of magnitude in excess of the CPU time of the local heuristic algorithms. The CPU requirements of the improvement heuristics are almost as high as those of the VRPS model. These results come as no surprise however, since both the global heuristic and the solution improvement heuristics do much more work than the local heuristics.

On the other hand, the performance of the VRPS model on the highly structured data sets C1 has been really impressive. The algorithm managed to find solutions of all the problems tested with minimal computational requirements. Based on the structure of these problems, the solutions obtained are believed to be optimal. The quality of the solutions can be attributed to the clustering problem solved during the assignment/clustering phase of the algorithm. Clearly, the clustering algorithm can very quickly identify the clustered structure of the problems.

Concerning the occasional difficulty of the VRPS model to provide solutions with 100% on time service, note that the hardest problems to solve are those that combine loose capacity constraints with loose time window constraints. Recall the clustering algorithm from Section 2. During the
assignment phase, customers are assigned to seeds in a greedy manner, according to the REGRET function and the capacity constraints. The procedure results in the assignment of as many customers as the capacity constraints allow to a few very attractive seeds, yielding unbalanced clustering solutions, i.e., solutions where some clusters include too many customers and some too few. Given an unbalanced clustering solution, it is very hard to satisfy all the time windows. In situations like these, where some seeds tend to be very desirable and attract too many customers, tight capacity constraints are quite useful to balance the solution. The capacity constraints for the problems in the Solomon database are generally loose. For example, the total demand for the problems in set R1 is 7.3 truckloads, which yields vehicle utilization between 0.35 and 0.65. This is obviously quite low compared to the over 0.85 vehicle utilization obtained when testing the random problems we generated.

Loose capacity constraints are very desirable for local insertion and improvement heuristics, since they allow more flexibility to perform local operations, such as insertion of a customer in an existing tour or pairwise switches between tours. To the contrary, tight capacity constraints would be very desirable to the VRP-S model, since they tend to balance the greed of the clustering algorithms, and avoid bad clustering solutions.

In the benchmark problems we solved the lack of tight capacity and time constraints by means of artificially restricting the capacity of the vehicles and preventing customers with incompatible windows from being in the same cluster. Furthermore, we hoped that solutions with 100% on-time service would be obtained by appropriately increasing the penalty coefficients and/or the time weight factor. However, this was not always possible, since the increase in time cost should be kept within limits. If the temporal costs overpower significantly the spatial costs, the algorithm would produce solutions which could be counter intuitive in terms of the routing. In addition, the solution of the TSP-S problems is based on the approximate cost coefficients $e$. If the $e$ matrix becomes unrealistic, due to an irrational increase of the temporal cost, then the routing solutions would be irrational as well.

Summarizing, the VRP-S model compares favorably to the state-of-the-art local heuristic and improvement heuristic algorithms. The computational results have been quite encouraging in terms of the quality of the solutions produced by the global optimization based heuristic, and they convincingly show that an optimization based algorithm should and would match or exceed in performance local and improvement heuristics. The computational requirements of the algorithm, although they exceed those of the local heuristics, they have been kept within reasonable limits for realistic size applications, and they compare to those of the solution improvement heuristic. Some recent studies of the author suggest that the CPU time requirements of the algorithm can be reduced by more than 50% by using simple pruning rules on real world data from the motor carrier industry.
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