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A B S T R A C T

Energy companies with commitments to meet customers' daily electricity demands face the problem of hedging load and price risk. We propose a joint model for load and price dynamics, which is motivated by the goal of facilitating optimal hedging decisions, while also intuitively capturing the key features of the electricity market. Driven by three stochastic factors including the load process, our power price model allows for the calculation of closed-form pricing formulas for forwards and some options, products often used for hedging purposes. Making use of these results, we illustrate in a simple example the hedging benefit of these instruments, while also evaluating the performance of the model when fitted to the Texas electricity market.
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1. Introduction

In recent years, the use of financial products, such as futures and options, by retail suppliers to hedge electricity price and demand spikes has grown. The occurrence of spikes in electricity markets, as well as their relationship to loads (energy demands) which have strong seasonal components, requires non-standard financial models. On the other hand, having continuous-time stochastic models built around Brownian motion, as is typical for understanding options in financial markets, allows for convenient pricing formulas which can reduce the simulation burden on an optimization program for hedging risk.

The model we propose aims to capture the unique features and complex dependence structure of electricity price and load dynamics while retaining enough mathematical tractability to allow for such pricing results. In particular, we include as state variables the key factors which drive electricity prices, such as fuel price (natural gas in particular), load itself, and a proxy for capacity available. We express power spot price as a parametric function of underlying factors, including an additional "regime" to describe the risk of extreme price spikes, which are most likely to occur when demand is relatively high, for example during times of unexpectedly high temperatures. We also model periodicity and seasonality in load and price at various time horizons to reflect hourly patterns, weekends, and also annual effects. Despite the rich dependence structure embedded in the model, convenient formulas for derivative prices are available, facilitating the calibration to market data and the model's application to hedging problems.

We choose to analyze data from the US electricity market in Texas, often referred to as ERCOT (Electric Reliability Council of Texas), after the name of the ISO (Independent System Operator) which manages the Texas Interconnection power grid. Along with the Eastern and Western Interconnections, it is one of the three main electricity grids in the US and serves over 20 million customers. As in many electricity markets around the world, deregulation in Texas occurred approximately ten years ago. Since then, the highly volatile and quite dramatic behavior of prices has drawn much attention to the challenges of electricity price modeling. Given the growth of intermittent wind energy in Texas and the state's susceptibility to heat waves and other extreme weather, features such as price spikes are particularly important for the ERCOT market. A strong reminder of this was provided by the heat wave of early August 2011, when the total load hit a record level of 68.4 GWh, and day-ahead prices for peak afternoon hours reached their cap of $3000 per MWh on several consecutive days. Such extreme events may be even more dramatic in the future, following a recent decision by ERCOT to increase the cap.
to $4500 effective August 2012 and to increase it to as high as $9000 by 2015.

Much of the literature on quantitative models for electricity prices has focused on extending traditional finance approaches to account for these spikes, for example through jump processes. Such approaches typically begin by specifying a stochastic process directly for the electricity spot price, possibly incorporating several unobservable factors, seasonal functions and sometimes multiple regimes (typically lasting just a few hours, so one should not interpret the terminology ‘regime’ to mean a lasting paradigm shift). An early single-factor model by Cartea and Figueroa (2005) uses a jump diffusion process, while Hambly et al. (2009) separates the jumps from the diffusion in a two-factor version to account for very rapid recoveries from price spikes. In Geman and Roncoroni (2006), the authors instead propose a threshold level above which jumps become negative to recover from spikes, while several authors (cf. De Jong and Huisman, 2003; Weron et al., 2004) have instead suggested regime-switching models to handle sudden spikes and rapid recoveries. In Benth et al., a general framework based on sums of Lévy processes is advocated, which can allow for some convenient results for forward prices, while in Veraart and Veraart (2012) the authors apply multivariate Lévy semistationary processes to the EEX market in Europe. Another alternative is the use of heavy-tailed distributions such as the Cauchy distribution, as presented in Kim and Powell (2011) and applied to two US markets, PJM and ERCOT.

While the above works differ extensively in both their motivations and mathematical details, they all share the characteristic of taking spot electricity prices as the starting point for a stochastic model, thus placing them in the category of ‘reduced-form’ models. While such approaches may be successful for capturing price spikes and overall price distributions, they rarely capture the complicated dependence structure between price, load and other factors, which is equally vital for hedging purposes in practice. Hence, we instead favor the category often known as ‘structural’ models, as reviewed for example in the recent survey paper of Carmona and Coulon (2013). In such a model, power price is written as a function of several underlying supply and demand factors, and its dynamics are therefore not specified directly through an SDE (stochastic differential equation), but produced indirectly as a result of the dynamics chosen for the factors. Early work by Barlow (2002) treated demand as the only driving factor, before various authors extended this branch of the literature to include factors such as fuel prices (Carmona et al., 2013; Pirrong and Jermakyan, 2008), capacity changes (Burger et al., 2004; Cartea and Villaplana, 2008), or both (Aid et al., 2013; Coulon and Howison, 2009).

A benefit of the structural approach is that it makes use of readily available information on fundamentals such as market load and in some cases supply side information like generation costs. However, for mathematical tractability, it stops short of a full description of all the details of the price setting mechanism such as operational and transmission constraints, instead simply approximating the shape of the electricity stack. Nonetheless, it reflects key features of load and price dynamics, such as the observation that times of high load are more likely to produce price spikes, for example when the highest cost and least efficient units are forced to run to satisfy demand. This close relationship between load and price is important for energy companies to understand when hedging the risk of either physical asset ownership or their obligations to serve retail customers at predetermined price levels. However, the relationship between price and load is blurred by effects such as outages, transmission problems and other constraints or shocks which can sometimes produce price spikes even at periods of low or average demand. Such complications of the electricity grid create a challenge for structural models that rely on a clear and consistent relationship between price and load. Adding additional unobservable factors such as jump processes is a common reduced-form solution to such obstacles, but less in the spirit of the structural approach.

We therefore propose a model which builds on the structural approaches mentioned above, but also incorporates some ideas from the reduced-form literature in order to obtain a better fit to the ERCOT market. In particular, we extend the typical stack-based methodology (e.g., as in Aid et al., 2009; Coulon and Howison, 2009; Pirrong and Jermakyan, 2008) to include a ‘spike regime’, in which the price-to-load relationship adjusts to reflect such times of extreme market conditions. Within each regime, the power price is lognormal, but we show that the mixing of these lognormals can produce the heavy-tailed price densities observed in the market. The probability of being in the spike regime is also assumed to be load-dependent, yet we retain the important advantage of closed-form solutions for forward and option prices, exploiting convenient properties of multivariate Gaussian distributions. Section 2 introduces the model, while Section 3 presents the results for forwards, as well as parameter estimation and calibration. In Section 4, we present the related closed-form option pricing results and then in Section 5 study an application of the model to hedging an obligation to serve customer load. Finally we conclude in Section 6.

2. Model and motivation

The electricity price model consists of several separate pieces, corresponding to each of the underlying stochastic factors followed by their link with spot power price. In this section, we address each of these in turn, and introduce the parameters and notation.

2.1. Load

The primary short-term driver for electricity prices is load, which is the starting point of our analysis. Later we will incorporate the longer-term effects of fuel prices, specifically through natural gas prices.

Fig. 1a shows the striking seasonal variation in daily average load. In fact as Fig. 2 shows, the seasonal pattern varies significantly hour to hour throughout the day. For example, hour 8 has both a summer and a winter peak, while hour 16 only has a summer peak and a much greater peak to trough ratio. There are also periodicities caused by weekends when businesses are closed.

We first de-seasonalize the ERCOT load \( L_t \):

\[ L_t = S(t) + \bar{L}_t, \]

where the seasonal component (estimated using hourly data) is given by

\[ S(t) = a_1(h) + a_2(h) \cos(2\pi t) + a_3(h) \cos(4\pi t) + a_4(h)t + a_5(h)1_{\text{we}}. \]

Here \( h \) is the hour, and \( 1_{\text{we}} \) is an indicator variable for weekends; \( a_2 \) to \( a_5 \) are the seasonal components, \( a_6 \) picks up the upward trend visible in Fig. 1a, and \( a_7 \) captures the drop in demand on weekends. Fig. 2 shows the fitted seasonal components for hours 8 and 16.

Then we fit the residual load \( \bar{L}_t \) to an Ornstein–Uhlenbeck (OU) model:

\[ d\bar{L}_t = -\kappa \bar{L}_t \, dt + \eta \, dW_t^{(U)}. \]

2.2. Structural electricity model

From Fig. 1b, we observe that electricity prices exhibit high volatility and numerous spikes, and they seem to fluctuate around a level driven by natural gas prices. We use the well-known one-factor
Schwartz model (Schwartz, 1997) in which the gas price $G_t$ is the exponential of an OU process:

$$d \log G_t = \kappa G_t (m_G - \log G_t) dt + \eta_G dW_t^{(G)},$$

where $W^{(L)}$ and $W^{(G)}$ are independent.

We also introduce an additional factor $X$ which proxies for the effect of capacity outages and grid congestion, and is given by

$$X_t = S_X(t) + \bar{X}_t,$$

with the seasonal component treated similarly to that of load:

$$S_X(t) = b_1(h) + b_2(h) \cos(2\pi t + b_3(h)) + b_4(h) \cos(4\pi t + b_5(h)).$$

The process $X_t$ follows

$$dX_t = -\kappa X_t dt + \eta_X dW_t^{(X)},$$

where the Brownian motions $W^{(X)}$ and $W^{(L)}$ are correlated with parameter $\nu$. Note that $L$ and $X$ are assumed to be mean-zero OU processes, since their mean levels are incorporated into $S(t)$ and $S_X(t)$ respectively.

While we pose our model in continuous time to take advantage of the convenient properties of Brownian motion, we note that in reality spot power is observed at discrete times, only once per hour (in most markets). See, for instance, the discussion in Benth et al., Section 1.5. Therefore any spike is only observed at an hourly frequency, and so we use the following regime-switching model for $P_t$ which is driven by a sequence of independent random variables $m_k$ defined for times $t_k \in T = \{t_1, t_2, \ldots\}$, the set containing the start of every hour. At each $t_k$, the value of $m_k \in \{1, 2\}$ is determined by an independent coin flip whose probabilities depend on the current load $L_{t_k}$:

$$m_k = \begin{cases} 1 & \text{with probability } 1 - p_s \Phi \left( \frac{L_{t_k} - \mu_s}{\sigma_s} \right), \\ 2 & \text{with probability } p_s \Phi \left( \frac{L_{t_k} - \mu_s}{\sigma_s} \right), \end{cases}$$

where $p_s$, $\mu_s$ and $\sigma_s$ are positive constants and $\Phi(\cdot)$ is the standard Gaussian cumulative distribution function (cdf). Then, for each time $t$,

$$P_t = G_t \exp \left( \alpha m_k + \beta m_k L_t + \gamma m_k X_t \right) \text{for } t_k \leq t < t_{k+1}, k \in \mathbb{N}. \quad (1)$$

Hence, $m_k$ determines each hour whether we are in the ‘normal’ regime (with parameters $\alpha_1$, $\beta_1$, $\gamma_1$) or the ‘spike’ regime (with parameters $\alpha_2$, $\beta_2$, $\gamma_2$). Note that the parameter $\gamma_1$ is a redundant parameter in the model fitting since $X_t$ is an unobserved variable. Thus $\gamma_1$ could be set equal to 1 if desired, but we choose to keep it for notational symmetry, and hence more convenient formulas later. The parameter $p_s$ represents the maximum spike probability (i.e., as $T \rightarrow \infty$), while $\mu_s$ and $\sigma_s$ control the precise dependence on load. A sensible choice for the parameters $\mu_s$ and $\sigma_s$ is the mean and standard deviation of the stationary distribution of deseasonalized

![Fig. 1. ERCOT load and electricity prices over 2005–11. Note that we choose to plot daily average power prices only for the range $0$ to $300$. However, during the period 2005–11, there were nine days with averages above $300$ (including five in August 2011), and two days in Sept 2008 with averages just below zero (due to several hourly values below $-200$).](image1)

![Fig. 2. ERCOT load over 2005–11 for chosen hours, along with fitted seasonality functions.](image2)
load $L_t$, such that the probability of a spike is then linear in the quantile of load:

$$\mu_s = 0, \sigma_s = \frac{\eta}{\sqrt{2\kappa L}}.$$  \hspace{1cm} (3)

This model has three stochastic factors, gas $G_t$, load $L_t$ and the additional factor $X_t$, as well as a regime switching mechanism to capture spikes. We comment on each of these:

- The gas multiplies a function which can be interpreted as approximating the range of generator heat rates in the market. This multiplicative structure has been proposed by other authors (cf. Carmona et al., 2013; Eydeland and Geman, 1998; Pirrong and Jermakyan, 2008) and reflects the fact that fuel costs are typically the dominant driver of the production cost curve, which in turn determines bid levels.

- The empirical relationship between price and load is typically convex and often modeled with an exponential function (c.f. Cartea and Villaplana, 2008; Lyle and Elliott, 2009; Skantze et al., 2000), as less efficient generators are used only at peak demand times, producing significantly higher prices. Often driven primarily by temperature, demand is well-known to be mean-reverting (around seasonal levels) and often chosen to be Gaussian as proposed here.

- The additional factor $X_t$ is not strictly equal to market capacity, but represents all additional factors including most notably changes in capacity available and short-term outages or congestion-related events. In this way, we capture the additional volatility present in power prices which cannot be explained by load and gas price fluctuations alone.

- Finally, an important feature of the model is its second regime, which occurs with some ‘spike probability’, and allows us to reproduce the extremely heavy-tailed nature of the price distributions. Although both regimes have the same exponential form, the choice of $\alpha_2$, $\beta_2$, $\gamma_2$ allows for a steeper and potentially more volatile price to load relationship. In addition, as spikes are observed to increase in likelihood as load increases (but do also occur at off-peak times), we allow the spike probability to depend on $L_t$, and in particular to be linear in the quantile of the deseasonalized load distribution.

Notice that the resulting model for spot power prices is in fact a mixture of lognormal distributions, due to the choice of Gaussian processes for $X_t$, $L_t$ and $\log G_t$. This convenient form will have benefits for the pricing of forwards and options, as we shall discuss later.

We note that various straightforward extensions to the set-up are possible. For example, we might add a third regime if we wish to include negative spikes (and negative prices), as is discussed further in Carmona and Coulon (2013). The regime probabilities could also be allowed to be piecewise linear in load quantile, for example for markets in which spikes are only observed to occur for demand above some threshold level. Furthermore, in order to obtain longer duration spikes, the transitions between regimes could be driven by a Markov chain in which the previous hour’s state affects the spike probability this hour. However, given the important load-dependence built into these probabilities, this extension would come at the cost of less convenient forward and option pricing results, with little benefit if we care more about the frequency of spikes than their exact timing or duration.

Finally, while the current value of load provides some information about future spike probability, we might also incorporate additional forward-looking information about supply or demand (e.g., weather forecasts or outage schedules) into the regime probabilities, along the lines of Cartea et al. (2009). However, for our current purposes, the simpler framework suffices.
2.3. Empirical evidence

Empirical evidence from ERCOT provides justification for the form of the model proposed in Eq. (2) above. Firstly, as power prices in ERCOT are most often set by natural gas generators at the margin, the co-movement of gas and electricity prices over long time horizons is striking, as observed earlier in Fig. 1b. This appears consistent with the multiplicative relationship proposed above, and further evidence is provided by Fig. 3a which plots monthly average power prices against gas prices for the period 2005–11. As gas is the most slowly moving factor in the model (see parameter estimates later), taking monthly averages highlights this relationship more than others. The points in the scatter plot are fairly well fit by a straight line through the origin (with slope approximately 8, corresponding intuitively to the heat rate in MWh/mmBTU of the typical marginal unit), although exceptional months can occur, most notably the previously mentioned case of August 2011, responsible for the outlier in the upper left corner.

Next, Fig. 3b illustrates the relationship between price and load in ERCOT via a scatter plot for all hours in the year 2011. By plotting only one year of data here, the relationship is clearer since gas prices moved relatively slowly during 2011. In addition, plotting log prices allows us to include the huge spikes (e.g., up to the price cap of $3000) while still illustrating clearly the strong relationship in the typical price region (between about $20 and $60). As gas prices, we also iteratively exclude downward spikes of more than three standard deviations from Fig. 1b that 2008 was a time of very high gas prices, and more generally record price levels throughout commodity markets. As a result, the entire cloud of 2008 points in the price–load scatter plot is shifted significantly upwards relative to the 2011 points. For each of the years, the linear relationship between log price and load is reasonably strong, but if combined together would be much weaker, causing difficulties for a structural model based only on load. This evidence thus highlights the importance of including gas prices in the model, both in order to better reproduce movements observed in historical data, and to capture this additional risk in future electricity price distributions. In Fig. 4, we now plot the price ratio $P_t/G_t$ against load $L_t$, thus avoiding the issue discussed above. Although we do not see the highest spikes in this plot, we do observe that the model’s two exponential functions (one for each regime) can provide a reasonable fit to the data. We shall refer back to this plot when describing parameter estimation in the next section.

3. Parameter estimation & forward curve calibration

Calibrating a model to market data is often a multi-step procedure, as will be the case here. We begin with historical data for electricity spot prices, gas prices and load, constructing estimation procedures for both the parameters driving the factor dynamics and those determining the shape of the electricity stack (the link between electricity price and its drivers). Next, we turn to electricity forward contracts, deriving explicit formulae for prices which can then be used to calibrate the model to observed forward quotes. It is important that a spot price model correctly price all available forward contracts or to tackle other problems.

3.1. Parameter estimation from history

All model parameters are estimated using seven years of data (covering 2005–2011) for day-ahead ERCOT price and load, as well as Henry Hub spot gas prices. Maximum likelihood estimation (MLE) is used throughout, and the estimation procedure is divided into the following steps:

- We jointly estimate all parameters which appear in Eq. (2) given observed values of load and gas price, and under the assumption that $X_t$ is a standard Gaussian random variable at every $t$. This assumption is reasonable since we expect $X$ to be a measures the relationship between price and load–term noise. Parameters $\gamma_1$ and $\gamma_2$ provide the appropriate scaling for this process. The likelihood function $L(\alpha_1, \alpha_2, \gamma_1, \gamma_2, \beta_1, \beta_2, \mu_1, \mu_2)$ that we maximize is

\begin{align}
L &= \prod_t \left[ p_{G_t} \left( \frac{L_t - \mu_1}{\gamma_1 \sqrt{2\pi}} \right) \frac{1}{\gamma_1 \sqrt{2\pi}} \exp \left( - \frac{(\log(P_t/G_t) - \alpha_1 - \beta_1 L_t)^2}{2 \gamma_1^2} \right) 
+ (1 - p_{G_t}) \left( \frac{L_t - \mu_2}{\gamma_2 \sqrt{2\pi}} \right) \frac{1}{\gamma_2 \sqrt{2\pi}} \exp \left( - \frac{(\log(P_t/G_t) - \alpha_2 - \beta_2 L_t)^2}{2 \gamma_2^2} \right) \right] 
\end{align}

(4)

1 As we choose not to include a regime which allows for negative prices (or prices very near 0), we first remove all hourly data points for which $P_t/G_t < 0.1$ (only 132 out of over 61,000). In order to improve the fit in the regions we are interested in, we also iteratively exclude downward spikes of more than three standard deviations from the mean of the normal regime, while acknowledging that improvements would be needed to more accurately capture the price distribution near zero.
• Next, given these parameters for the power price function (see Table 1), we use historical day-ahead electricity price data to back out the historical time series for $X_t$ implied by the model, thus treating this factor as an unobserved residual process from the model.

• For both $L_t$ and $X_t$, we find seasonality parameters by minimizing the sum of squared differences between historical values and the functions $S(t)$ and $S_x(t)$ respectively.

• The OU process parameters for $L_t$ and $X_t$ are estimated by standard maximum likelihood estimation using the time series of hourly residuals after deseasonalization. This procedure is done jointly for $L_t$ and $X_t$ in order to accurately estimate their correlation. Finally, for natural gas, we repeat the same MLE procedure using (the logarithm of) Henry Hub spot prices, but observed at a daily level instead of hourly.

Note that for $L_t$ and $X_t$ we allow the seasonality parameters to vary from hour to hour, but apply the OU fit to the single hourly time series of residuals since there is only one random factor driving each of these processes in the model. Table 2 shows the results of fitting the OU processes for all the three factors. It is important to observe that the three factors move on very different time scales, with gas very slowly mean-reverting over months ($\kappa_X = 1.077$), load mean reverting over several days ($\kappa_L = 92.6$) and $X_t$ mean reverting on an intra-day time scale ($\kappa_X = 1517.1$). In Table 1, we observe that $\beta_2 > \beta_1$, implying that in the spike regime the exponential relationship between price and load is significantly steeper, as expected in order to produce extreme spikes. In addition, since $\gamma_2 > \gamma_1$, the spike regime is also more volatile than the normal regime, as is reflected in the scatter plot of Fig. 3b. Note that $p_s = 0.129$ implies that we visit the spike regime approximately 6.5% of the time on average ($p_s/2$), since the probability at each $t$ varies between 0 and 12.9% as $T_t$ changes. Finally, the seasonal parameters for both $S(t)$ and $S_x(t)$ are listed in Table 3 and vary significantly from hour to hour, as was illustrated earlier in Fig. 2.

Fig. 4 shows the results of fitting the power price function, by plotting the ratio $P_t/G_t$ against $L_t$ for all hours in the data set and then superimposing the fitted exponential curves. Since the price axis has been truncated from above, we can now see clearly the strong link between price and load in the ‘normal regime’, which is well captured by the function $\exp(\alpha_t + \beta_t L_t)$, represented by the lower solid line. The upper solid line shows the function $p(\alpha_t + \beta_t L_t)$ for the ‘spike regime’ while the dotted lines around each solid line plot $\exp(\alpha_t + \beta_t L_t + \gamma_t)$ and $\exp(\alpha_t + \beta_t L_t - \gamma_t)$, indicating one standard deviation movements in $X_t$.

Note that since we do not constrain any parameters in the optimization, the ‘spike’ value may well turn out to be lower than the ‘normal’ value in some cases, especially for low load and large negative $X_t$, since $\gamma_2 > \gamma_1$. For example, at the far left of Fig. 4, the $X_t = -1$ dotted line for spikes is almost $\$1 below that of the normal regime. As a result, the value for $p_s = 12.9\%$ is larger than we might expect for maximum spike probability, particularly in light of Fig. 3c. While on average $p_s/2 = 6.5\%$ of simulated points will be ‘spikes’, some of these will be very low values which do not appear as visible spikes in a time series, but instead mix with the ‘normal’ points. While this may be disadvantageous from the perspective of intuition, the fitting of a mixture of two lognormals inevitably requires some overlap, and our priority is an appropriate overall distribution. Finally, at first glance it may appear that there is a wider variation in prices for moderate $L_t$ than for high $L_t$, but this is deceptive given the high density of points in the middle region, as well as the many spikes beyond the top of the plot. Indeed, the standard deviation of $\log(P_t/G_t)$ given $L_t$ is quite stable for different $L_t$ ranges, lending support to the model.

3.2. Power forward prices

Forward and futures contracts are of utmost importance in electricity markets as they are often traded in much higher volumes than the spot and are crucial for the hedging needs of both producers and consumers of electricity. They come in many variations in different markets, including characteristics such as physical versus financial settlement and peak versus off-peak versus base load delivery. In all cases, power forwards (or futures since we use the terms interchangeably here) have ‘delivery periods’ for which the electricity is bought or sold in advance. Therefore, instead of a single maturity $T_t$ the delivery is typically spread (uniformly) over a month (or season or year) long period, which can be represented instead by an interval $[T_1,T_2]$. In the case of physical delivery, a December 2012 base load contract for example specifies delivery of (say) 1 MW of power during every hour in the month of December 2012.

Since forward contracts have no upfront payment, standard no-arbitrage arguments imply that the forward price $F(t[T_1,T_2])$ at time $t < T_1 < T_2$ is given by

$$F(t,[T_1,T_2]) = \frac{1}{(T_2-T_1)/\Delta t} \sum_{t=[T_1,T_2]} E_Q^t[P_t],$$

where $\Delta t$ is the length of time step in the delivery period (i.e., 1 h) and $E_Q^t$ denotes the time $t$ conditional expectation under the risk-neutral pricing measure $Q$. We assume for now that the risk-neutral measure is known in the market, or can be uniquely determined from available traded instruments.

As $L_t$ and $X_t$, are not themselves traded, we require an assumption about their market prices of risk in order to write down their dynamics under $Q$. Either a constant or deterministic market price of risk implies that the processes remain OU processes under $Q$, with unchanged speed of mean reversion and volatility. In other words, only their mean levels change, and so under $Q$,

$$dL_t = \kappa_L(m_L-L_t) dt + \eta_L dW^{(L)}_t,$n$$dX_t = \kappa_X(m_X(X_t)-X_t) dt + \eta_X dW^{(X)}_t$$.

\[5\]

2 When implementing these functions, we use the convention that $t$ equals the calendar time in years, such that for example the data set begins on Jan 1st, 2005, when $t = 2005$.

3 In fact, $L_t \in [30,000,40,000]$ for nearly 50% of the data points, with about one quarter on either side of this range. Calling these three bins ‘low’, ‘medium’, and ‘high’ demand cases, we count that the proportion of points above the highest dotted line of Fig. 4 is 0.08%, 0.90%, and 1.27% respectively for each bin, increasing slightly as we might expect given our load-dependent spike probabilities. If instead we count the proportion above the spike regime mean, we get 5.39%, 3.60% and 3.08% respectively. The decrease here can be explained by the visible overlap between regimes for lower $L_t$, whereby the normal regime can also produce high enough values to count.
where $W(t)$ and $\tilde{W}(t)$ are now correlated Brownian motions correlated with parameter $\rho$. We also assume that under $Q$, the power price $P_t$ is still given by Eq. (2), as it was under the physical measure $P$.

Notice that we assume a constant mean level $m_0$ for the load process, but instead a time-dependent mean level $m_\tau(t)$ for the additional factor $X$. This choice allows for a convenient approach to calibrating the model to observed market forward quotes, a natural first priority of any spot price model before tackling other derivative pricing or hedging problems. Analogously to the Hull–White approach to yield curve calibration (see Hull and White, 1990), an appropriately chosen time-dependent mean-reversion level allows the model correctly to price forwards of all maturities. Furthermore, this calibration procedure is also a way of identifying a risk-neutral measure $Q$ which is consistent with no arbitrage in the market. In particular, since we typically observe only one forward contract for each calendar month (ignoring the issue of peak and off-peak forwards), we suggest choosing $m_\tau(t)$ to be a piecewise constant function with one jump per month. Each constant can be found successively using the forward price for the next available maturity. The availability of the closed-form expression for forward prices in coming months greatly facilitates and speeds up this procedure.

For simplicity, we now consider the forward price $F^\tau(t,T)$ for a hypothetical contract with delivery at a single maturity $T$. Since $F^\tau(t, T) = \mathbb{E}_Q^\tau [P_T]$, the expression above is simply an average over forward contracts for single hours. In order to calculate $F^\tau(t, T)$ in our model, we first require the conditional distribution of $X_T$ given $L_T$, under the risk-neutral measure $Q$. Note that given $X_T$, $L_T$, $X_T$, and $L_T$ are bivariate Gaussian with parameters $[\mu_{X_T} \sigma_{X_T} \rho_{X_T} \sigma_{L_T}]$, where

\[
\begin{bmatrix}
X_T \\
L_T
\end{bmatrix} \sim N \left( \begin{bmatrix}
\mu_X \\
\mu_L
\end{bmatrix}, \begin{bmatrix}
\sigma_X^2 & \rho \sigma_X \sigma_L \\
\rho \sigma_X \sigma_L & \sigma_L^2
\end{bmatrix} \right)
\]

and means and variances are all time dependent (although we will typically suppress $(t,T)$ to ease notation):

\[
\mu_X(t, T) = \bar{X} e^{-\gamma_X(T-t)} + \kappa_X \int_t^T m_X(u) e^{-\gamma_X(T-u)} du,
\]

\[
\sigma_X^2(t, T) = \frac{\gamma_X^2}{2 \gamma_X} \left( 1 - e^{-2\gamma_X(T-t)} \right),
\]

\[
\mu_L(t, T) = \bar{L} e^{-\gamma_L(T-t)} + m_L \left( 1 - e^{-\gamma_L(T-t)} \right),
\]

\[
\sigma_L^2(t, T) = \frac{\gamma_L^2}{2 \gamma_L} \left( 1 - e^{-2\gamma_L(T-t)} \right),
\]

where $W(t)$ and $\tilde{W}(t)$ are now correlated Brownian motions correlated with parameter $\rho$. We also assume that under $Q$, the power price $P_t$ is still given by Eq. (2), as it was under the physical measure $P$.

Notice that we assume a constant mean level $m_0$ for the load process, but instead a time-dependent mean level $m_\tau(t)$ for the additional factor $X$. This choice allows for a convenient approach to calibrating the model to observed market forward quotes, a natural first priority of any spot price model before tackling other derivative pricing or hedging problems. Analogously to the Hull–White approach to yield curve calibration (see Hull and White, 1990), an appropriately chosen time-dependent mean-reversion level allows the model correctly to price forwards of all maturities. Furthermore, this calibration procedure is also a way of identifying a risk-neutral measure $Q$ which is consistent with no arbitrage in the market. In particular, since we typically observe only one forward contract for each calendar month (ignoring the issue of peak and off-peak forwards), we suggest choosing $m_\tau(t)$ to be a piecewise constant function with one jump per month. Each constant can be found successively using the forward price for the next available maturity. The availability of the closed-form expression for forward prices in coming months greatly facilitates and speeds up this procedure.

For simplicity, we now consider the forward price $F^\tau(t,T)$ for a hypothetical contract with delivery at a single maturity $T$. Since $F^\tau(t, T) = \mathbb{E}_Q^\tau [P_T]$, the expression above is simply an average over forward contracts for single hours. In order to calculate $F^\tau(t, T)$ in our model, we first require the conditional distribution of $X_T$ given $L_T$, under the risk-neutral measure $Q$. Note that given $X_T$, $L_T$, $X_T$, and $L_T$ are bivariate Gaussian with parameters $[\mu_{X_T} \sigma_{X_T} \rho_{X_T} \sigma_{L_T}]$, where

\[
\begin{bmatrix}
X_T \\
L_T
\end{bmatrix} \sim N \left( \begin{bmatrix}
\mu_X \\
\mu_L
\end{bmatrix}, \begin{bmatrix}
\sigma_X^2 & \rho \sigma_X \sigma_L \\
\rho \sigma_X \sigma_L & \sigma_L^2
\end{bmatrix} \right)
\]

and means and variances are all time dependent (although we will typically suppress $(t,T)$ to ease notation):

\[
\mu_X(t, T) = \bar{X} e^{-\gamma_X(T-t)} + \kappa_X \int_t^T m_X(u) e^{-\gamma_X(T-u)} du,
\]

\[
\sigma_X^2(t, T) = \frac{\gamma_X^2}{2 \gamma_X} \left( 1 - e^{-2\gamma_X(T-t)} \right),
\]

\[
\mu_L(t, T) = \bar{L} e^{-\gamma_L(T-t)} + m_L \left( 1 - e^{-\gamma_L(T-t)} \right),
\]

\[
\sigma_L^2(t, T) = \frac{\gamma_L^2}{2 \gamma_L} \left( 1 - e^{-2\gamma_L(T-t)} \right),
\]

where $W(t)$ and $\tilde{W}(t)$ are now correlated Brownian motions correlated with parameter $\rho$. We also assume that under $Q$, the power price $P_t$ is still given by Eq. (2), as it was under the physical measure $P$.

Notice that we assume a constant mean level $m_0$ for the load process, but instead a time-dependent mean level $m_\tau(t)$ for the additional factor $X$. This choice allows for a convenient approach to calibrating the model to observed market forward quotes, a natural first priority of any spot price model before tackling other derivative pricing or hedging problems. Analogously to the Hull–White approach to yield curve calibration (see Hull and White, 1990), an appropriately chosen time-dependent mean-reversion level allows the model correctly to price forwards of all maturities. Furthermore, this calibration procedure is also a way of identifying a risk-neutral measure $Q$ which is consistent with no arbitrage in the market. In particular, since we typically observe only one forward contract for each calendar month (ignoring the issue of peak and off-peak forwards), we suggest choosing $m_\tau(t)$ to be a piecewise constant function with one jump per month. Each constant can be found successively using the forward price for the next available maturity. The availability of the closed-form expression for forward prices in coming months greatly facilitates and speeds up this procedure.

For simplicity, we now consider the forward price $F^\tau(t,T)$ for a hypothetical contract with delivery at a single maturity $T$. Since $F^\tau(t, T) = \mathbb{E}_Q^\tau [P_T]$, the expression above is simply an average over forward contracts for single hours. In order to calculate $F^\tau(t, T)$ in our model, we first require the conditional distribution of $X_T$ given $L_T$, under the risk-neutral measure $Q$. Note that given $X_T$, $L_T$, $X_T$, and $L_T$ are bivariate Gaussian with parameters $[\mu_{X_T} \sigma_{X_T} \rho_{X_T} \sigma_{L_T}]$, where

\[
\begin{bmatrix}
X_T \\
L_T
\end{bmatrix} \sim N \left( \begin{bmatrix}
\mu_X \\
\mu_L
\end{bmatrix}, \begin{bmatrix}
\sigma_X^2 & \rho \sigma_X \sigma_L \\
\rho \sigma_X \sigma_L & \sigma_L^2
\end{bmatrix} \right)
\]

and means and variances are all time dependent (although we will typically suppress $(t,T)$ to ease notation):

\[
\mu_X(t, T) = \bar{X} e^{-\gamma_X(T-t)} + \kappa_X \int_t^T m_X(u) e^{-\gamma_X(T-u)} du,
\]

\[
\sigma_X^2(t, T) = \frac{\gamma_X^2}{2 \gamma_X} \left( 1 - e^{-2\gamma_X(T-t)} \right),
\]

\[
\mu_L(t, T) = \bar{L} e^{-\gamma_L(T-t)} + m_L \left( 1 - e^{-\gamma_L(T-t)} \right),
\]

\[
\sigma_L^2(t, T) = \frac{\gamma_L^2}{2 \gamma_L} \left( 1 - e^{-2\gamma_L(T-t)} \right),
\]
This is a special case of a formula in Carmona et al. (2013) and Carmona and Coulon (2013) which conveniently rewrites the integral of the product of an exponential, a univariate Gaussian density and Gaussian cdf as a simple bivariate Gaussian cdf (which collapses again to a univariate cdf when integrating over \((-\infty, \infty)\) as above). In this case, we obtain the following closed-form expression:

\[
F^\text{u}(t, T) = F^\text{u}(t, T) \left[ \exp\left( k_1 + l_1 \mu_t + \frac{1}{2} l_1 \sigma_t^2 \right) \left( 1 - p_1 \Phi\left( \frac{\mu_t - \mu_s + l_1 \sigma_t^2}{\sigma_t^2 + \alpha_t^2} \right) \right) \right.
\]

\[+ \left. \exp\left( k_2 + l_2 \mu_t + \frac{1}{2} l_2 \sigma_t^2 \right) p_2 \Phi\left( \frac{\mu_t - \mu_s + l_2 \sigma_t^2}{\sigma_t^2 + \alpha_t^2} \right) \right]. \tag{14}\]

Given Eq. (3), for large enough time to maturity \((T - t)\), when \(\mu_t\) is well approximated by its stationary distribution (i.e., for more than a week or so since \(\kappa_\mu = 92.6\)), Eq. (14) can be written as

\[
F^\text{u}(t, T) = F^\text{u}(t, T) \left[ \exp\left( k_1 + l_1 \mu_t + \frac{1}{2} l_1 \sigma_t^2 \right) \left( 1 - \Phi\left( \frac{l_1 \eta_t}{\sqrt{4 \kappa_\mu}} \right) \right) \right.
\]

\[+ \left. \exp\left( k_2 + l_2 \mu_t + \frac{1}{2} l_2 \sigma_t^2 \right) p_2 \Phi\left( \frac{l_2 \eta_t}{\sqrt{4 \kappa_\mu}} \right) \right].
\]

3.3. Model performance

The histograms in Fig. 5 provide some evidence of the model’s ability to capture hourly price distributions accurately. These plots were generated by simulating 100 paths of seven years of price and load dynamics, while always using the historical gas prices from the seven years of data (2005-2011). As natural gas price is a slowly moving factor in the model, its dynamics over a single seven-year period can vary widely. Therefore, in order to isolate the load-to-price relationship and obtain a more meaningful comparison with historical data, we have chosen to fix the path of gas price movements to match with history.

For illustration purposes, we plot one representative peak hour (2 pm) and one representative off-peak hour (2 am), which can be observed to differ significantly. Nonetheless, despite being driven by the same sources of randomness, simulated trajectories for 2 am and 2 pm capture these differences quite well through the seasonality functions \(S_t\) and \(S_{\mu}(t)\). In addition to simply analyzing price, the right plot shows histograms for price times load, which will be particularly important later in our hedging example. The figures indicate that the correlation structure between price and load is well reproduced by the model.

4. Option pricing formulas

As noted above, the availability of an explicit formula for \(P^t(t, T)\), the forward price of power, is a significant advantage of the model proposed in Sec. 2. We now show that in certain cases, option prices are also available in closed-form. We consider call options on both electricity alone and on the spread between electricity and gas, and note that analogous results are available for put options. Finally, we make use of these derivative pricing results in a simple example of hedging, in which a load-serving utility firm wishes to minimize the variance of his revenues by hedging with forwards or options.

4.1. Options on spot power

We begin with a simple call option with strike \(K\) and maturity \(T\) on the electricity spot price \(P_t\). We assume a constant interest rate \(r\). The option price \(V^t\) at time \(t\) can be calculated as follows, first conditioning on \(L_T\) as was the case for forward prices:

\[
V^t = e^{-r(T-t)} \mathbb{E}^t \left[ \left( P_T - K \right)^+ \right]
\]

\[= e^{-r(T-t)} \mathbb{E}^t \left[ \left( P_T - K \right)^+ \mid L_T \right]
\]

\[= e^{-r(T-t)} \mathbb{E}^t \left[ \left( G_T \exp(\alpha_X + \beta_L L_T + \gamma_X X_T) - K \right)^+ \mid L_T \right] \left( 1 - p_1 \Phi\left( \frac{T_L - H_L}{\sqrt{\sigma^2_{x} + \kappa_{\mu}}} \right) \right)
\]

\[+ \mathbb{E}^t \left[ \left( G_T \exp(\alpha_X + \beta_L L_T + \gamma_X X_T) - K \right)^+ \mid L_T \right] p_2 \Phi\left( \frac{T_L - H_L}{\sqrt{\sigma^2_{x} + \kappa_{\mu}}} \right) \right].
\]

Each of the inner expectations corresponds to pricing a call option on a lognormal asset, and thus can be found using the following variation of Black’s formula: If \(Y \sim N(\mu_r, \sigma_r^2)\), then

\[
\mathbb{E} \left[ (e^Y - K)^+ \right] = e^{\mu_r + \frac{\sigma_Y^2}{2} logK} \left( \Phi\left( \frac{\mu_r + \log K}{\sigma_Y} \right) - K \Phi\left( \frac{\mu_r + \log K}{\sigma_Y} \right) \right).
\]

Hence, the resulting integrand contains the product of Black’s formula and the regime probability functions, both of which include univariate Gaussian cdfs of linear functions of \(T_L\), a Gaussian random variable. Hence, for the outer expectation we require integrating over a bivariate Gaussian cdf (with correlation zero in this case), and make use of the following result, which is analogous to Eq. (13) but in higher dimensions and is a special case of a formula in
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Carmona and Coulon, 2013 involving the trivariate Gaussian cdf:

\[
\int_{-\infty}^{\infty} e^{\gamma^T b} \left( a + b_1 c + b_2 x + b_3 \rho \right) \frac{e^{-x^2}}{\sqrt{2\pi}} dx
= e^{\gamma^T b} \left( \frac{a_1 + b_1 c_1 + a_2 + b_2 c_2 + b_3 \rho}{\sqrt{b_1^2 + 1}} \right) \frac{1}{\sqrt{(b_1^2 + 1)(b_2^2 + 1)}}
\]

where \(a_1, a_2, b_1, b_2, c, \lambda\) are constants and \(\Phi(b)\) is the standard bivariate Gaussian cumulative distribution function with correlation \(\rho\).

After a few lines of algebra we eventually obtain

\[
V^T_t = e^{-\gamma(T-t)} \left( \frac{C_0(T, T)}{\Phi(b)} \right) \exp \left( k_t + \frac{1}{2} \sigma_t^2 \right) \Phi \left( d_T^t \right)
+ \sum_{i=1}^n \left( -1 \right)^i \left[ \frac{C_0(T, T)}{\Phi(b)} \right] \exp \left( k_t + \frac{1}{2} \sigma_t^2 \right) \Phi \left( d_T^{t-i} \right)
\]

where

\[
d_T^t = \frac{k_t + l_{i,t} + \frac{1}{2} \sigma_t^2 \log \left( P^{T,T_i} \right) \left( Y_{T_i} - K_{T_i} \right)}{\sqrt{\sigma_t^2 + \rho^2 \sigma_i^2}}
\]

\[
g_T^t = \frac{\mu_t - l_{i,t} - \frac{1}{2} \sigma_t^2 \log \left( P^{T,T_i} \right) \left( Y_{T_i} - K_{T_i} \right)}{\sqrt{\sigma_t^2 + \rho^2 \sigma_i^2}}
\]

\[
\lambda_T^t = \frac{\frac{\sigma_t^2}{2\alpha_t} \left( 1 - e^{-2\gamma(T-t)} \right) + \gamma_T^t \left( 1 - \rho^2 \right) \sigma_t^2}{C_T^t}
\]

As the bivariate normal cdf is easy to implement using a built-in function in most mathematical programming software (just like the univariate cdf), the option prices given by Eq. (16) can be computed very fast, even though the formulas look a little complicated. This is of great benefit for example if we consider a portfolio of options on many different individual hours during a month-long or year-long period.

4.2. Spread options on spot power and gas

Now, consider instead a spread (or exchange) option on power and gas, with payoff \((P_t - h Gonzalez)\), where \(h\) is a constant. Note that this payoff is sometimes used to approximate the revenue from owning a gas-fired power plant at time \(T\) with heat rate \(h\) and negligible non-fuel operating costs. See Carmona et al. (2013) for an example of power plant valuation based on this idea. In the current model, the calculation of the price \(V_{T}^{df}\) of such an option proceeds very similarly to that shown above, and is in fact slightly simpler, since gas price \(G_t\) is independent and can be immediately factored out of the payoff function:

\[
V_t^{df} = e^{-\gamma(T-t)} \left[ \frac{G_t}{\sigma_t} \left( \exp \left( \alpha_t + \beta_t \gamma_t + h \gamma_t \right) \right) \left( 1 - \Phi \left( \frac{\gamma_t - \mu_t - \frac{1}{2} \sigma_t^2 - h \gamma_t}{\sigma_t} \right) \right) \right]
\]

Eventually we obtain

\[
V_t^{df} = e^{-\gamma(T-t)} \left( \frac{C_0(T, T)}{\Phi(b)} \right) \exp \left( k_t + \frac{1}{2} \sigma_t^2 \right) \Phi \left( d_T^t \right)
+ \sum_{i=1}^n \left( -1 \right)^i \left[ \frac{C_0(T, T)}{\Phi(b)} \right] \exp \left( k_t + \frac{1}{2} \sigma_t^2 \right) \Phi \left( d_T^{t-i} \right)
\]

4.3. Options on forwards

The majority of options traded in commodity markets (and especially on exchanges) reference forward prices as their underlying instead of spot prices. For example, one may want to price a call option with payoff \((F_t(T, T_f) - K)^+\) at \(T\), or a spread option with payoff \((F_t(T, T_f) - h F_t(T, T_f))^+\), where the forwards have maturity \(T_f\) greater than the option maturity \(T\). In practice a modification may often be required to this payoff due to the forward’s delivery period, especially for options on calendar-month forwards. In this paper we ignore this complication, and concentrate instead on the simpler payoff structure, for which some closed-form expressions are feasible. Note that this category includes for example an option which allows the buyer to decide one day in advance of delivery whether to exercise or not (so \(T_f - T = 1/365\)).

An important observation when valuing options on forwards in our structural model is that the time scales of the dynamics of our factors vary widely between \(G_t\) (slowly mean-reverting over many months), \(L_t\) (fairly rapidly mean-reverting over several days) and \(X_t\) (extremely rapidly mean-reverting at an intra-day level). This is important for options on forwards, because the time \((T_f - T)\) between forward and option maturity dictates which distributions at time \(T\) will be important. For example, if \(T_f - T\) is large enough that \(X_t\) conditional on time \(T\) information is already well-approximated by its stationary distribution, then the forward price \(F_t(T, T_f)\) can be assumed independent of \(X_t\), greatly simplifying calculations. Even though most exchange-traded options mature only a few business days before the beginning of the delivery period of the underlying forward contract, given our parameter estimate of \(\alpha = 1517\), this is already long enough to make the above assumption and help to obtain some closed-form results.

In the case of options on electricity forwards, no closed-form expression is available, but pricing by simulation is straightforward and fast thanks to our expression for forwards in Eq. (14). On the other hand, for options on spreads between power and gas forwards, \(F_t(T, T_f)\) can be pulled out of both the payoff function and the expectation, paving the way for a rather complicated formula for the option price. The result is in the spirit of Geske’s closed-form formula for compound equity options (Geske, 1979), since it requires first calculating a value of load \(X_T\) above which the option will be exercised. \(X_T\) then appears inside a bivariate Gaussian cdf in the result, as presented in Appendix A.

5. Revenue hedging

Despite the growth of interest in recent years from financial institutions, a large proportion of the trading in electricity forwards and options is carried out by producers and consumers, who hedge against both upwards and downwards price swings. In particular, we consider here the case of a retail power utility company, which is classified as a consumer, since it must buy power from the wholesale market in order to satisfy retail customer needs. Although the real consumers are individuals and businesses, these end-users are typically subject to a fixed (or slowly-varying) price per MWh, and
The power company cannot simply pass on the risk of spot price movements to its customers. Instead, it faces the choice of waiting and buying the required amount of electricity each hour from the spot market, or hedging its obligations in advance through the purchase of forwards, options or some combination of the two. In some cases, utility companies also own generation assets which act as an alternative hedge for their obligations.

In this section, we shall consider a highly simplified version of this hedging decision, in which we are only concerned about delivery over a single day in the future, and we make a single hedging decision today. In other words, this is a static hedge, so we do not consider dynamically re-hedging through time as maturity approaches. Furthermore, we assume that the firm’s load is perfectly correlated with the total ERCOT market load $L_t$, implying that the firm delivers to some fixed fraction of the market, say $w \in [0,1]$. (In one case study, we have found correlations of around 90% between firm load and market load, with $w \approx 0.5$ %.) Setting $\tau = 1/365$ and $p_{\text{fixed}}$ to be the price it charges its customers per MWh, the firm’s revenue $R_T$ over the one-day period $[T, T + \tau]$ in the future is given by

$$R_T = \sum_{j=1}^{24} wL_j(\text{p}_{\text{fixed}} - p_T),$$

where $T_j = T + j/24 T$.

We allow trading in the following contracts in order to hedge the firm’s risk:

- **Forward contracts with delivery on a particular hour $j$, with price $P(t,T_j)$**
- **Call options on these forwards, with payoff at $T_j - \tau$ of**
  $$V_t^{P,T_j} = (P(t,T_j) - K(j))^{+}$$
- **Spark spread options on forwards, with payoff**
  $$V_t^{P,S} = (P(t,T_j) - hP(t,T_j))^{+}$$
- **Call options on the hourly spot power price, with payoff**
  $$V_t^{P} = (P(t) - K(j))^{+}$$
- **Spark spread options on spot energy prices, with payoff**
  $$V_t^{E,S} = (P(t) - hG(t))^{+}$$

where $h$ and $K(j)$ are the heat rates and strikes specified in the option contracts. We allow the hourly strikes to vary due to the large price variation through the day, and in the base case consider only at-the-money (ATM) options for all hours. In the base case, we set $t$ to January 1st, 2013, and maturity $T = t + 1$ to be one year later, as well as fixing constants $r = 2\%$, $p_{\text{fixed}} = 50$, $w = 1$ and choosing current values $X_T = 0$ and $\log(G_t) = m_c$.

Note that we do not consider forwards with delivery periods here, but instead forwards on individual hours, with prices given explicitly by Eq. (14) in our model (and similarly for options on single hour spot prices, by Eqs. (16) and (17)). As a result the spread options on forwards that we consider have prices also given in closed-form in Eq. (18) in Appendix A. We comment that while exchange traded forward contracts do not reference specific hours, they are possible to trade such hourly forward contracts over the counter (OTC) for example through custom-made so-called ‘shape’ products which tailor to firms’ expected intra-day demand profile. For options on forwards, it is possible to create and trade all sorts of different products by varying maturities and delivery periods, but for simplicity here we choose only options which have maturity one day before the delivery hour of the forward contract. In other words, the buyer must decide at the beginning of one day whether to buy power at strike $K(j)$ for each hour $j \in \{1, \ldots, 24\}$ of the following day.

As our example proposes a static hedge, we are not attempting to eliminate all risk. Instead, we aim to assess the degree to which each of the power price derivatives listed above can reduce the risk in the distribution of revenue $R_T$, which depends on load times price. Recall that since price itself is a function of load in this model, derivatives on price are implicitly also derivatives on load itself. As a measure of risk reduction, we take the common objective of variance minimization. The variance of the firm’s profits at $T$ can be written as

$$\text{Var} \left( R_T - \sum_{n=1}^{N} \theta_n U^{j}_n \right)$$

where the $\theta_1, \ldots, \theta_n$ represent the quantities purchased of $N$ available hedging products with payoffs $U^{j}_1, \ldots, U^{j}_N$. For most of our analysis, we choose $N = 1$ to compare products one by one. The effectiveness of each hedge is determined by the covariance of $R_T$ and $U^{j}_n$.

In addition, for simplicity we assume that there is no risk premium priced into forwards or options: $m_u = m_v = 0$ in Eq. (5) (and the risk-neutral measure $\mathbb{Q}$ coincides with the physical measure $\mathbb{P}$). As a consequence, the mean of our profit distribution is essentially unaffected by the number of forwards and options that we purchase. Therefore, the prices $U^{j}_1, \ldots, U^{j}_N$ of the products do not appear in our objective function given above. While this is of course unrealistic, it allows us to focus solely on the variance aspect of the hedging problem, instead of requiring a more involved mean–variance analysis which would yield different conclusions depending on the risk premia of the different products traded in the market.

In order to implement this hedging problem, we simulate 200,000 paths of load and price, calculating revenue for each path under different hedging strategies. In Fig. 6, we can see the substantial benefit obtained from using derivative products to hedge risk. In all cases we can clearly observe an optimal hedge quantity on the plot, above which any further purchases increase the risk of the portfolio instead of hedging. However, there is a significant variation in performance across products. When taken alone forward contracts are the most effective at variance reduction. This is perhaps not surprising since they shrink the entire distribution, instead of focusing on one tail of the distribution like options do. Nonetheless, due to the risk of power price spikes, the revenue distribution is significantly negatively skewed, and hence purchasing even out-of-the-money (OTM) call options can significantly reduce variance (though not plotted, the variance reduction from buying puts is of course much less.)

The next most effective hedge after forward contracts is options on spot power, although it should be noted that these are rarely traded in practice. Spread options on spot power and gas provide slightly less variance reduction, since they essentially isolate and hedge only the risk of $L_t$ and $X_t$ and not the natural gas risk. Although such options are also rarely traded as financial contracts, the profits from a generating asset (i.e., a power plant) are commonly approximated (by ignoring operational and transmission constraints) as spread options (for example, see Carmona et al., 2013). Hence, buying a natural gas power plant can be quite an effective hedge for a power utility company in Texas, and moreover, in practice it is important to account for any generation assets when making hedging decisions. In addition, one should consider the purchases of natural gas required to operate the plant, which would offset the gas price exposure in power prices and potentially provide additional variance reduction. Finally we note that options on forwards provide substantially less variance reduction than options on spot since they do not provide protection against individual hourly spikes. In other words, deciding one day in advance on which hours to exercise your option is of course less effective than deciding after witnessing the spike!

While the ranking of products by hedging effectiveness and the other features discussed above hold true throughout the four subplots of Fig. 6, comparing the different scenarios in the subplots reveals other interesting insights. Whereas the base case plotted in Fig. 6a corresponds to trading in ATM options, Fig. 6b considers OTM options, with strikes 50% higher than in the ATM case. The effectiveness of variance reduction via options is somewhat reduced, since only a smaller portion of the tail of the distribution is affected. Since deep
in-the-money call options behave much like forward contracts (except with an upfront premium), it is not surprising that higher strike calls move us further away from the hedging ability of forwards. Next, in Fig. 6c, we shorten the maturity time $T$ from one year to one month and observe a narrowing of the gap between call options and spread options in the plots. This is logical since the variance of gas price changes is much less over one month than over one year, while for load and other noise there is little change. Hence the one factor left unhedged by
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**Fig. 6.** Comparison of variance reduction from different hedging strategies (forwards vs. various options) under several maturity and strike scenarios. Bottom right plot instead compares revenue quantile (95% value at risk).

in-the-money call options behave much like forward contracts (except with an upfront premium), it is not surprising that higher strike calls move us further away from the hedging ability of forwards. Next, in Fig. 6c, we shorten the maturity time $T$ from one year to one month and observe a narrowing of the gap between call options and spread options in the plots. This is logical since the variance of gas price changes is much less over one month than over one year, while for load and other noise there is little change. Hence the one factor left unhedged by
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**Fig. 7.** Variance reduction when trading in both options and forwards.
spread options is less significant one month before delivery. Finally, in the last plot (Fig. 6d), we note that a utility company may instead be interested in risk measures other than variance, such as the quantile of the revenue distribution, or equivalently the ‘Value at Risk’ of the loss distribution, a common risk management tool. Plotting the 95% Value at Risk (VaR), we observe that the relationship between the different hedging products is similar to the variance reduction case, with slight variations in the optimal purchase quantities.

In practice, energy companies typically own large portfolios of both physical and financial assets, which require continual monitoring and risk management. By combining several different products, such as forwards and options, even greater variance reduction may be possible than in our simple single product discussion above. We illustrate this in Fig. 7, where purchases of both forwards and spot spread options are allowed. For clarity, we present the same results both as a surface plot and a contour plot. We can observe that a minimum in the variance surface appears somewhere in the middle, implying that simultaneously trading in the two products can provide further risk reduction than trading in either product alone. However, even in the static case, finding an optimal hedging portfolio across many maturities and many product types may require a sophisticated optimization algorithm, and hence we leave this for further work.

6. Conclusion

In this paper we have proposed and fitted a model for the Texas electricity market which is well suited to addressing common goals of energy companies, such as the pricing and hedging of portfolios of assets and load-serving obligations. As we have seen, the complexities of electricity markets require using models with numerous different components, designed to capture features ranging from high volatility and dramatic price spikes to subtle periodicities in load, price and their dependence structure. By proposing a structural model with two price regimes, we benefit from the clean price-to-load relationship of simple stack models, while still reproducing the noisy and characteristically spikey hourly price series often observed in historical data. Although electricity markets can vary widely from region to region and may require tailor-made models, we suggest that our framework is especially suited to ERCOT. Simulated spot prices from the model are producing the noisy and characteristically spikey hourly price series of the revenue distribution, or equivalently the quantile of the revenue distribution, a common risk management tool. Plotting and risk management. By combining several different products, such as forwards and options, even greater variance reduction may be possible than in our simple single product discussion above. We illustrate this in Fig. 7, where purchases of both forwards and spot spread options are allowed. For clarity, we present the same results both as a surface plot and a contour plot. We can observe that a minimum in the variance surface appears somewhere in the middle, implying that simultaneously trading in the two products can provide further risk reduction than trading in either product alone. However, even in the static case, finding an optimal hedging portfolio across many maturities and many product types may require a sophisticated optimization algorithm, and hence we leave this for further work.

Appendix A. Pricing result for spread options on forwards

We begin by introducing convenient shorthand notation for the time-dependent functions given in Eqs. (6)-(12). Since we are now pricing an option on a forward, there are three relevant time points \( t < T < T_f \), and we need notation for the three possible variations of these expressions, for example \( \sigma_1(t,T) \), \( \sigma_2(T,T_f) \) and \( \sigma_3(t,T_f) \). As before, we use simply \( \sigma_1 \) for the first case, but now introduce \( \sigma_2 \) and \( \sigma_3 \) for the second and third cases:

\[
\sigma_1 = \sigma_1(t,T), \quad \sigma_2 = \sigma_2(T,T_f), \quad \sigma_3 = \sigma_3(t,T_f).
\]

We apply the same convention to \( \mu, \mu, \rho, k, l \), letting ‘tilde’ mean \((T,T_f)\) and ‘hat’ mean \((t,T_f)\). We now price at time \( t \) a spark spread option (with given heat rate \( h \), and maturity \( T \)) on power and gas forwards (with maturities \( T_f \)) as follows:

\[
\tilde{V}_t^{p,g} = e^{-r(T-t)} \mathbb{E}^Q \left[ \left( P^g(T,T_f) - h P^p(T,T_f) \right) - \left( \tilde{L}_f \right) \right]
\]

\[
= e^{-r(T-t)} P^p(t,T_f) \mathbb{E}^Q \left[ \exp \left( \tilde{k}_l + \tilde{l}_l \tilde{\mu}_l + \frac{1}{2} \tilde{\sigma}_l^2 \right) \right]
\times \left( 1 - p \phi \left( \frac{\tilde{\mu}_l - \tilde{\mu}_l + \frac{1}{2} \tilde{\sigma}_l^2}{\sqrt{\tilde{\sigma}_l^2 + \tilde{\sigma}_l^2}} \right) \right]
\times \left( 1 + p \sum_{i=1}^2 \frac{1}{2} \exp \left( \tilde{k}_s + \tilde{l}_s \tilde{\mu}_s + \frac{1}{2} \tilde{\sigma}_s^2 \right) \right) \left( \frac{\tilde{\mu}_s - \tilde{\mu}_l + \frac{1}{2} \tilde{\sigma}_s^2}{\sqrt{\tilde{\sigma}_s^2 + \tilde{\sigma}_s^2}} \right) - h \left( T_f \right)
\]

where for notational convenience

\[
\varphi(x,y;\lambda) = \Phi(y) - \Phi_2(x,y;\lambda)
\]

and where for \( i \in \{1,2\} \), \( A_i \) and \( B_i \) are deterministic functions given by

\[
A_i = \beta_i \sigma_i e^{-\kappa_i (T_f - T)} + \gamma_i \rho \sigma_i \sigma_j e^{-\kappa_j \kappa_i} (T_f - T)
\]

\[
B_i = \mu_i - \mu_k + l_i \tilde{\sigma}_l^2.
\]

Finally \( L^* \) is defined to be the value of load at time \( T \) above which the option is in-the-money and thus satisfies \( P^p(T,T_f) = h P^p(T,T_f) \), or equivalently \( L^* = L_f \) such that

\[
\exp \left( \tilde{k}_l + \tilde{l}_l \tilde{\mu}_l + \frac{1}{2} \tilde{\sigma}_l^2 \right) \left( 1 - \frac{p}{\phi \left( \frac{\tilde{\mu}_l - \tilde{\mu}_l + \frac{1}{2} \tilde{\sigma}_l^2}{\sqrt{\tilde{\sigma}_l^2 + \tilde{\sigma}_l^2}} \right) \right]
\times \left( 1 + p \sum_{i=1}^2 \frac{1}{2} \exp \left( \tilde{k}_s + \tilde{l}_s \tilde{\mu}_s + \frac{1}{2} \tilde{\sigma}_s^2 \right) \right) \left( \frac{\tilde{\mu}_s - \tilde{\mu}_l + \frac{1}{2} \tilde{\sigma}_s^2}{\sqrt{\tilde{\sigma}_s^2 + \tilde{\sigma}_s^2}} \right) - h.
\]

where the dependence on \( T_f \) appears in \( \tilde{\mu}_l \) and hence also in \( \tilde{k}_l \) and \( k_s \). In our experience with the ERCOT market parameters, we find that a unique \( L^* \) always exists for any \( h > 0 \). We also note that as \( h \rightarrow 0, L^* \rightarrow -\infty \), and Eq. (18) converges to \( e^{-r(T-t)} P^p(t,T_f) \), which is given by Eq. (14).
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